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2 Omoéwienie osiggnieé¢, o ktérych mowa w art.
219 ust. 1 pkt. 2 ustawy z dnia 20 lipca 2018
r. Prawo o szkolnictwie wyzszym i nauce (Dz.
U. z 2021 r. poz. 478 z pdézZn. zm.)

2.1 Gléwne osiggniecie naukowe — cykl powigzanych te-

matycznie artykuléw naukowych
2.1.1 Tytul osiggniecia

W pracy naukowej po uzyskaniu stopnia doktora koncentrowalem sie na zagad-
nieniach zwigzanych z teorig gier i optymalnoscia funkcji dobrobytu spotecznego.

Rezultatem moich badan jest cykl artykuléw pod zbiorczym tytutem

»Ztozona dynamika zachowan agentéw w sytuacjach decyzyjnych
z bodzZzcami zewnetrznymi a optymalizacja dobrobytu spotecznego —

analiza przy uzyciu narzedzi algorytmicznej i ewolucyjnej teorii gier”

Prace te wskazuje jako osiagniecia naukowe, o ktorych mowa w art. 219 ust. 1
pkt. 2 ustawy z dnia 20 lipca 2018 r. Prawo o szkolnictwie wyzszym i nauce (Dz.
U. z 2021 r. poz. 478 z pé7n. zm.).

2.1.2 Lista publikacji sktadajacych sie na osiggniecie naukowe

Na cykl sktada si¢ dziewigé¢ przedstawionych ponizej publikacji naukowych. Dla
kazdej z nich podatem 5-letni wspétezynnik Impact Factor z 2023 roku (IF23, Clari-
vate 2024) oraz punktacje z wykazu czasopism naukowych oraz recenzowanych ma-
teriatow z konferencji miedzynarodowych opublikowang przez Ministerstwo Nauki
i Szkolnictwa Wyzszego (MNiSW) dnia 5 stycznia 2024 r. Dodatkowo uwzgled-
nitem najnowsze dane dotyczace cytowan (bez autocytowan) z baz Scopus oraz
Web of Science (WoS) na dziefi 20 marca 2025 r. (na podstawie raportu cytowal-
nosci sporzadzonego przez Biblioteke Uniwersytetu Ekonomicznego w Krakowie).
Dla kazdej publikacji wskazatem réowniez moj procentowy udziatl w jej tworzeniu.
Szczegbdtowy opis mojego wkladu w przygotowanie poszczegdlnych artykutéow znaj-
duje sie ponizej listy publikacji, a takze w Zalgczniku 4. Stosowne o$wiadczenia

wspotautoréw dotyczace mojego udziatu w pracach zamie$citem w Zataczniku 5.



Czesé 1: Ztozona dynamika zachowan agentéw w grach

Al.

A2.

A3.

A4.

A5.

T. Chotibut, F. Falniowski, M. Misiurewicz and G. Piliouras. Family of
chaotic maps from game theory. Dynamical Systems, 36(1), 48-63, 2021.
MNiSW: 40p., IF23: 0.5, liczba cytowan: Scopus: 16, WoS: 8

Mo6j wktad w przygotowanie publikacji oceniam na 30%.
T. Chotibut, F. Falniowski, M. Misiurewicz and G. Piliouras. The route to

chaos in routing games: When is price of anarchy too optimistic? Advances
in Neural Information Processing Systems, 33, 766-777, 2020.

MNiSW: 200p., IF23: materiaty konferencyjne?, liczba cytowan: Scopus: 17,
WoS: 7

Mo6j wktad w przygotowanie publikacji oceniam na 25%.
J. Bielawski, T. Chotibut, F. Falniowski, G. Kosiorowski, M. Misiurewicz and
G. Piliouras. Follow-the-regularized-leader routes to chaos for online learning

in congestion games. In Proceedings of the 38th International Conference on
Machine Learning, volume 139 of PLMR, pages 925-935, 2021.

MNiSW: 200p., IF23: materialy konferencyjne?, liczba cytowan: Scopus: 16,
WoS: 9

Mo6j wktad w przygotowanie publikacji oceniam na 20%.
J. Bielawski, T. Chotibut, F. Falniowski, M. Misiurewicz and G. Piliouras.

Memory loss can prevent chaos in games dynamics. Chaos 34(1): 013146,
2024.

MNiSW: 140p., IF23: 2.7, liczba cytowan: Scopus: -, WoS: 1
Moéj wkiad w przygotowanie publikacji oceniam na 25%.

F. Falniowski and P. Mertikopoulos. On the discrete-time origins of the repli-

cator dynamics: from convergence to instability and chaos. International Jour-
nal of Game Theory, 54(1), 7, 2025.

MNiSW: 70p., IF23: 0.6, liczba cytowan: Scopus: -, WoS: -

2Ze wzgledu na specyfike Advances in Neural Information Processing Systems nie posiadaja

IF. Jednak, zgodnie np. z Google Scholar, jego indeks h5 (czasopism najczedciej cytowanych

w ostatnich 5 latach) plasuje go w TOP10 czasopism (niezaleznie od dyscypliny). Wedlug 2022

CS Conference Impact Factors, dostepnym na stronie health-nlp.com, impact factor tej konferencji

jest szacowany na 23.27, za$ Impact Score z 2023r., wg research.com, to 40.6.
3Wedtug wyliczen Google Scholar indeks h5 plasuje je w TOP20 czasopism (niezaleznie od

dyscypliny). CS Conference Impact Factors wskazuje impact factor tej konferencji na 26.66, Impact
Score z 2023r. to 30.1.



Moéj wkiad w przygotowanie publikacji oceniam na 55%.

A6. F. Falniowski. Entropy-based measure of statistical complexity of a game
strategy. Entropy, 22(4), 470, 2020.

MNiSW: 100p., IF23: 2.2, liczba cytowan: Scopus: 2, WoS: 2

Czes¢ 2: Optymalizacja dobrobytu spotecznego a mikrobodzce graczy

B1. O. Stark, M. Jakubek and F. Falniowski. Reconciling the Rawlsian and the
utilitarian approaches to the maximization of social welfare. Economics Letters
122(3), 439-444, 2014.

MNiSW: 100p., IF23: 2.1, liczba cytowan: Scopus: 3, WoS: 2

Mo6j wktad w przygotowanie publikacji oceniam na 33,3%.

B2. O. Stark, F. Falniowski and M. Jakubek. Consensus income distribution.
Review of Income and Wealth 63(4), 899-911, 2017.

MNiSW: 100p., IF23: 1.9, liczba cytowan: Scopus: 3, WoS: 3

Moéj wktad w przygotowanie publikacji oceniam na 33,3%.

B3. O. Stark, J. Bielawski and F. Falniowski. A class of proximity-sensitive mea-

sures of relative deprivation. Economics Letters 160, 105-110, 2017.
MNiSW: 100p., IF23: 2.1, liczba cytowan: Scopus: 16, WoS: 16

Moéj wklad w przygotowanie publikacji oceniam na 33,3%.

W ramach kazdej z prac wieloautorskich razem ze wspotautorami: zaproponowatem
hipotezy badawcze, stworzylem modele matematyczne, udowodnitem twierdzenia,
opracowatem wnioski, dokonalem przegladu literatury. W kazdej z prac, z wylacze-
niem pracy B1, napisalem pierwsza wersje artykutu oraz uczestniczylem w jego
edycji. W artykutach A3, A4, A5 bylem inicjatorem badan i autorem pierwszych
rezultatéw. W badaniach, ktérych efektem byla praca B2 zauwazylem, ze analo-
giczne wyniki jak w pracy B1 powinny by¢ prawdziwe dla pochodzacych od Atkin-
sona [7] uzytecznoéci izoelastycznych. Gtéwne pomysty pracy B3 byty konsekwencja
dyskusji z dr. Bielawskim. Bytem autorem korespondencyjnym artykutow A4 i A5.

Prace w ramach omawianego cyklu majg charakter badan podstawowych i doty-
czg interakcji pomiedzy wyborami graczy optymalizujacych zachowanie w warun-

kach ograniczonej racjonalnoéci a optimum dobrobytu spotecznego.?

4Wyniki uzyskane w pierwszej czeéci cyklu maja bezpoérednie zastosowanie w problemach

zwiazanych z obciazeniem/przeciazeniem rynkéw oligopolistycznych [2], modelowania migracji



W pracach A1-A6, w ktorych wraz ze wspélautorami skupiam sie na ewolucji
zachowan uczacych si¢ graczy i ewolucji catego systemu, wykorzystuje narzedzia
teorii gier (w szczegdlnosci algorytmicznej i ewolucyjnej teorii gier), dyskretnych
uktadow dynamicznych i teorii ergodycznej. Narzedzia te pozwalajg na precyzyjna
analize dhugoterminowej ewolucji zachowan graczy i ewolucji catej populacji. Co
wiecej, ze wzgledu na interdyscyplinarng specyfike problemu, przydatne okazuja sie
réwniez narzedzia wywodzace sie z teorii informacji (praca A6).

W pracach B1-B3, w ktorych gtéwnym celem byta analiza ewolucji optimum
przy zmianie intensywnosci oddziatujacych bodzcéw, uzywam klasycznych narzedzi
optymalizacyjnych.

Moéj wktad w dyscypline ekonomii i finanséw opisuje w czesci 2.2 1 podsumowuje

w czesci 2.3.

2.2 Szczegobélowy opis osiggnied

Po uzyskaniu stopnia doktora w pracy naukowej koncentrowatem sie na (teore-
tycznej) analizie dynamiki zachowan graczy (agentéw, podmiotéow gospodarczych)
o ograniczonej racjonalnosci oraz zwiazku pomiedzy optymalnymi wyborami graczy
i maksymalizacja dobrobytu spotecznego.

Przed przejsciem do szczegdtowego opisu osiggnieé zwrdce uwage na kluczowe

rezultaty przeze mnie uzyskane oraz ich kontekst.

1. Przeprowadzilem szczegdétowa analize ewolucji populacji graczy w systemie
ekonomicznym, gdzie dynamika gry zadawana jest poprzez proces uczenia
si¢ uczestnikow gry. W pracach A1-A5 skupitem si¢ na grach zatorowych
(ang. congestion games). Wyniki te znajduja zastosowanie w problemach,
gdzie uczestnicy gry (uczestnicy rynku, podmioty gospodarcze) dysponujac
niepela informacja (lub bedac ograniczenie racjonalnymi) konkuruja z innymi
podmiotami o zasoby. W szczegdlnosci mozna je wykorzystaé¢ w tak zréznico-
wanej problematyce ekonomicznej jak: modele oligopoli [1,2, 16,32, 35, 78],
rynki kryptowalut [74], problem zmowy cenowej algorytméw [19,23,71], czy
gospodarka miejska (urban economics) [3,91,110,117]

2. Pokazatem, ze wzrost tempa uczenia si¢ graczy (badz zwigkszenie wagi przykta-

danej przez nich do wynikéw z przesztoéci) w grach zatorowych moze do-

[15, 107], rynkach kryptowalut [74] czy problemach zatorowych w ruchu ulicznym [32]. Zas-
tosowanie tych wynikow nie ogranicza sie do ekonomii znajdujac swoje zastosowanie w innych
naukach spotecznych czy przyrodniczych — w obszarach, gdzie modeluje sie ewolucje populacji
agentéw — podmiotéw gospodarczych, oséb, uzytkownikow internetu czy genow. Warto zauwazyc,
ze prace A2, A3 zostaly wskazane w technicznym raporcie dotyczacym zagrozen dla wieloagen-

towych modeli zaawansowanej Al [54].



prowadzi¢ do destabilizacji systemu i chaotycznych zachowan zaréwno jednos-
tek, jak i catej populacji graczy. Moze to skutkowaé¢ wysokimi kosztami dla

uczestnikow gry i nieefektywnoscia systemu.

. Wskazatem problem nieprzewidywalnosci dynamik zadawanych przez wielo-

agentowe modele zaawansowanej sztucznej inteligencji (patrz [54], str. 30-31).

. Uzyskatem wyniki, ktore rzucity nowe swiatto na zaleznos¢ pomiedzy optymal-
nymi wyborami egoistycznych graczy a zapotrzebowaniem systemu w sytuacji
gdy gracze sa w ograniczonym stopniu racjonalni. Potwierdza to potrzebe
precyzyjnej analizy dynamiki gry wykraczajacej poza standardowa analize
rownowag, nawet gdy rownowagi te sa Pareto optymalnymi rozwigzaniami

gry.

. Pokazatem, ze w niektorych problemach teorii gier, np. opisujacych tzw.
przecigzony oligopol [2], modele konkurencji na sieciach [32], modele ruchu
drogowego czy aukeji online [18,29], mozemy obserwowaé Srednie (po cza-
sie) zachowanie systemu (populacji) sugerujace jego optymalno$é¢ (zbieznosé
do réwnowagi Nasha) przy jednoczesnych wysokich kosztach wynikajacych
z ewolucji systemu dzien po dniu.

. Pokazalem, ze zapominanie (dyskontowanie) przesztosci moze mie¢ pozytywne
wtlasnosci predykcyjne dla zachowan graczy. Wynik ten sugeruje, ze ujedno-
licenie funkcji kosztow (wyplat) ze strategii, np. poprzez transfery pieniezne,

moze zwieksza¢ dobre wlasnosci predykcyjne systemu.

. Zaproponowalem i przeanalizowatem model prostej gry populacyjnej z ho-
mogenicznymi graczami (agentami) uczacymi sie przez wzmocnienie. Model
ten w naturalny sposob rozszerza si¢ na przypadek agentéw o réznorodnych
przekonaniach i réznym warunkowaniu swoich zachowan na podstawie histo-
rycznych danych [13]. Pozwala on wyjasni¢ tzw. El Farol bar problem [6] i ma

bezposredni zwiazek z tzw. complezity economics [9,25,27,37,45].

. Zaproponowalem teorioinformacyjng miare ztozonosci strategii wykorzysty-

wanych przez graczy.

. Wykazatem, ze optymalne wybory planistow izoelastycznych (czyli np. utyli-
tarystycznych [55] czy rawlsowskich [94, 95]) moga by¢ zgodne jesli agenci
uwzgledniaja w swoich funkcjach uzytecznosci bodzce zewnetrzne wynikajace
z nier6wnosci dochodowych. Presja nieréwnosci dochodowych (i awersja jed-
nostek do nieréwnosci) pozwala zunifikowaé wybory planistéw. Stanowi to wy-

jasnienie (w duchu Harsanyi’ego [57]) zgodnosci wyboréw planistéw konkuren-



cyjne do pochodzacego od Arrowa wyttumaczenia bazujacego na awersji do

ryzyka [5].

10. Na podstawie naturalnych aksjomatow, wyprowadzitem klase uogdlnionych
miar wzglednego niedostatku w systemie ekonomicznym, wrazliwych na zmia-
ny dochodowe wsrod bogatszych. Sa one z powodzeniem wykorzystywane do
pomiaru nieréwnosci dochodowych [40,41,43,50,68,108,109].

W badaniach, ktérych wynikiem byty prace A1-A6 skoncentrowalem sie na
analizie dtugookresowej dynamiki zachowan graczy (agentéw) w grach rozgrywanych
wielokrotnie. W takich grach agenci moga w trakcie gry uczy¢ si¢ jej warunkow,
wyplat czy zachowan innych uczestnikéw gry. Dopuszczenie w modelu mozliwosci
uczenia sie pozwala ostabi¢ restrykcyjne zatozenia klasycznej teorii gier takie jak
racjonalnosé graczy. W serii artykutéw napisanych ze wspétpracownikami z wioda-
cych osrodkéw zagranicznych analizowalem i szczegoétowo opisatem, w jaki sposob
uczenie si¢ graczy, a co za tym idzie ewolucja regut gry i ograniczen z nich wynika-
jacych, moze wplyna¢ na zlozone zachowania graczy i ewolucje systemu (lub stan
populacji). W pracach A1-A4 pokazatem ze wspdtautorami, ze w grach z poten-
cjatem [82], ktére uznawane sa za gry o prostej dynamice, zachowania graczy moga
by¢ bardzo skomplikowane. W szczegdlnosci badatem konsekwencje wzrostu tempa
uczenia sie¢, zapotrzebowania systemu czy wielkosci populacji na dynamike gry i wy-
bory graczy. Zrobitem to dla modeli (i ich modyfikacji) pochodzacych z uczenia
maszynowego, gier behawioralnych i ewolucyjnej teorii gier. Ponadto zbadatem im-
plikacje zapominania (dyskontowania) przez graczy przeszlosci (algorytmy sEWA
[49,66]) i konsekwencje przejawiania réznej awersji do ryzyka (algorytmy FTRL
[77]). Pokazatem, ze nawet gdy analiza $redniego zachowania populacji sugeruje
zbieznosé do réwnowagi Nasha, zachowania graczy, jak i ewolucja systemu (czy calej
populacji graczy) dzier po dniu moga by¢ dowolnie skomplikowane i nieprzewidy-

walne.?

Uzupehliajac to podejscie, w pracy A5 napisanej z Panayotisem Mer-
tikopoulosem (CNRS, Francja) w kontekscie gier populacyjnych poréwnatem dy-
namike wprowadzang w prostej grze antykoordynacyjnej przez uczacych sie graczy
z dynamika wprowadzona przez imitacyjny protokot rewizji [63, 106]. Wykaza-
tem, ze ten model wykazuje chaotyczne zachowania. Pokazalem réwniez, ze zas-
tosowania modeli ewolucyjnej teorii gier w ekonomii fundamentalnie réznig si¢ od
jej biologicznego pierwowzoru. Wreszcie, w pracy A6, zaproponowatem nowa mi-

are ztozono$ci strategii, ktérg mozna wykorzysta¢ do badania ztozonosci strategii

5Uzyskane wyniki mozna przenie$é na gre z heterogenicznymi agentami, gdzie ich hetero-
genicznosé jest konsekwencja zaréwno ich réznorodnych przekonan, jak i réznej szybkosci uczenia

si¢ (intensywnosci wyboru) [13].



uzywanych przez graczy w grach powtarzanych.®

Graczem analizowanym w pierwszej czeSci cyklu moze byé dowolny podmiot:
cztowiek, firma, podmiot gospodarczy. Teoria gier pozwala badaé¢ interakcje pomie-
dzy graczami. Ta interakcja moze przeciwdzialaé¢ otrzymaniu (i utrzymaniu) op-
timum spotecznego (mierzonego np. poprzez utylitarystyczna funkcje dobrobytu
spotecznego). W pracach sktadajacych sie na pierwsza czesé przedstawianego cyklu
pokazatem, ze nawet gdy optimum spoleczne jest tozsame z jedyna rownowaga
Nasha populacja moze by¢ daleko od tej rownowagi, generujac znaczne koszty spo-
teczne i podwazajac wnioski plynace z analizy systemu w réwnowadze. W drugim
podcyklu, na ktére sktadajg sie prace B1-B3, skupitem sie na wplywie bodzcéw na
graczy. W szczegolnosci ze wspotautorami analizowatem jak uwzglednienie w wypta-
tach jednostek poréwnan dochodowych w populacji, moze wptynaé na wybory planis-
tow spotecznych. Pokazatem, ze jesli czlonkowie populacji sa odpowiednio czuli
na nierownosci dochodowe, to planista bedzie dazy¢ do wyrdéwnania ich dochodéw
niezaleznie od wlasnego poziomu awersji do nieréwnosci (prace B1, B2). W ostanie;
pracy cyklu (praca B3) zaproponowaliSmy uogdlniona miare wzglednego niedostatku

czuty na réznice dochodowe wewnatrz populacji.

2.2.1 Zlozona dynamika zachowan agentéw w grach

Przechodze teraz do szczegdtowego opisu moich osiggniec.

Postawienie problemu i jego kontekst. Teorie gier tradycyjnie rozwijano
jako teorie strategicznych interakcji miedzy agentami, ktorzy sa racjonalni. Odej-
Scie od paradygmatu racjonalno$ci podmiotéow gospodarczych byto mozliwe m.in.
dzieki ewolucyjnej teorii gier, ktéra — motywowana koncepcjami zaczerpnigtymi
z ewolucji biologicznej — poprzez analize zachowan graczy (kolejnych ich pokolen),
ktorzy nie musza by¢ racjonalnymi ani nawet swiadomymi decydentami, stara sie
wyjasni¢, w jaki sposob rownowaga moze powstaé i by¢ dobrym odzwierciedleniem
rzeczywistych zachowan graczy w dtuzszej perspektywie. Gdzies posrodku miedzy
klasyczng a ewolucyjna teorig gier znajduja sie modele algorytmicznej teorii gier.
Bazuja one zazwyczaj na koncepcji uczenia si¢ uczestnikow gry, ktore uwzgledniaja
zachowania adaptacyjne zorientowanych na cel (niekoniecznie wysoce racjonalnych)
graczy Roznorodno$é¢ opisywanych w ten sposob podmiotéw obejmuje graczy od
konsumentéw do decydentéow na Wall Steet, a modele moga stuzy¢ do analizy roz-
maitych struktur od bankéw po rzad. Modele o ktérych mowa nie opieraja si¢

na zatozeniu, ze gospodarka zbiega do z gory okreslonego stanu rownowagi. Za-

5Prace A1-A3 oraz A6 byly rezultatem grantu Miary statystycznej ztoZonodci i nieprzewidy-
walnosci strategii oparte na pojeciu entropii w grach ekonomicznych, ktérego bylem kierownikiem.

Byl on realizowany w ramach konkursu Sonata 11 w Narodowym Centrum Nauki.
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miast tego w dowolnym momencie kazdy podmiot dziata zgodnie ze swoja obecng
sytuacja, stanem otaczajacego go Swiata i regutami determinujacymi jego zachowa-
nia [46]. W kazdym stanie uktadu agenci wybieraja swoje dziatania wedlug jakiego$
algorytmu i aktualizujg swoje strategie, korzystajac z ustalonej reguty (uczenia
sie, reagowania na otrzymywane bodzce). Dynamiczna perspektywa pozwala za-
tem lepiej uzasadni¢ podstawy teorii gier, koncepcje rownowagi, oraz modelowac
empirycznie zaobserwowane zachowania [97]. Kluczowym pytaniem z perspektywy
ekonomii jest to, jakie dziatania podejmuja gracze pod wptywem danych bodzcow.
Podejscie polegajace na uwzglednieniu w modelu uczenia si¢ graczy zapewnia Scisty
kontekst i opis takich pytan, poprzez skoncentrowanie uwagi na wplywie uczenia
i adaptacji na ewolucje ich zachowan.

Podstawowym rozwigzaniem w teorii gier niekooperacyjnych jest réwnowaga
Nasha, spetniajaca wymog, by kazdy agent wybrat strategie, ktora jest optymalna,
biorac pod uwage wybory pozostatych. Pomimo centralnej roli tej koncepcji w zas-
tosowaniach teorii gier w ekonomii, tradycyjne, racjonalistyczne uzasadnienie jej
zastosowania nie jest szczegélnie przekonujace. Opiera sie na nierealistycznych za-
tozeniach dotyczacych uczestnikéw gry. W przypadku duzych populacji powtarzanie
gry moze jednak prowadzi¢ do dynamiki gry zbieznej do réwnowagi, nawet jesli in-
formacje i mozliwosci uczestnikéw gry sa dosé ograniczone [17,70,84,104]. Jednakze
poczawszy od klasycznych wynikéw Harta i MacCollela [59-61] wiadomo, Ze nie ist-
niejg procedury uczenia zadajace dynamiki zbiezne w kazdej grze. Zatem nie mozna
liczy¢ na ogdlne twierdzenia dotyczace zbieznosci [10,59,61,62].

W badaniach, ktérych wynikiem sg prace A1-A4 koncentrowalem sie na analizie
dhugoterminowego zachowania populacji graczy, ktérzy dokonuja wyboru strategii
zgodnie z algorytmami uczenia poprzez wzmacnianie (ang. reinforcement learning),
powszechnie stosowanymi do modelowania ludzkich zachowan w kontekstach eko-
nomicznych.” Najnowsze rezultaty ( [13,28,79,90,105,113], prace A1-A4) wskazuja,
ze ztozone, charakteryzujace si¢ brakiem stabilizacji, zachowanie graczy stosujacych
uczenie przez wzmacnianie sa raczej reguty niz wyjatkiem. Wéwczas wybory graczy
moga by¢ nieoptymalne i skutkowaé¢ duzymi kosztami dla agentow i spoteczenstwa.
Eksperymenty opisywane w pracach przynaleznych do nurtu teorii gier behawioral-

nych [65-67] potwierdzaja wyniki prac A1-A4.

"Wybér uczenia poprzez wzmacnianie jest naturalny, a model ugruntowany i potwierdzony
badaniami. Erev i Roth [42,97] wykazali, ze algorytmy uczenia si¢ przez wzmacnianie maja lepsza
moc predykcyjng niz standardowa analiza réwnowagi i doktadnie opisuja zachowanie podmiotow
gospodarczych. Niedawno Més i Nax [75] wykazali, ze modele uczenia sie przez wzmacnianie
czesto odpowiadaja zachowaniom oséb w grach eksperymentalnych, poniewaz osoby z wiekszym
prawdopodobienstwem wybiora okreslone dzialania po otrzymaniu duzej korzyéci z ich wykonania.
Coraz wigcej badan wskazuje, ze w rzeczywistych scenariuszach uczenie si¢ przez wzmacnianie
przewyzsza klasyczna dynamike adaptacyjna [23,81].
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Aby zrozumieé¢ réznorodno$¢é mozliwych zachowan agentéw, warto analizowaé
mozliwie proste gry. Prace A1-Ab5 skupiaja sie na grach, w ktérych gracze (popu-
lacja graczy) maja do wyboru dwie (czyste) strategie (ktérymi sa zasoby, Sciezki
itp.). Koszt realizacji kazdej strategii ro$nie wraz z liczba (odsetkiem) uczest-
nikéw gry uzywajacych danej strategii. Grami, ktére modelujg takie sytuacje sa

8 Gry zatorowe to klasa gier wprowadzona

gry zatorowe (ang. congestion games).
przez amerykanskiego ekonomiste Rosenthala [96], gdzie koszt strategii zalezy od
catkowitej liczby (odsetka) wybierajacych ja agentéw. Gry te znajduja zastosowanie
w réznych kontekstach aplikacyjnych, jak choéby w analizie problemu oligopolu [2],
modelowania sieci komunikacyjnych, zatoréw komunikacyjnych czy proceséw eko-
logicznych w siedliskach przyrodniczych (np. problem wspélnego pastwiska). Obok
szerokiego wachlarza zastosowan, wybor gier zatorowych jako przedmiotu analizy
wynika z faktu, ze kazda taka gra posiada swoja funkcje potencjatu (jest wiec tzw.
gra z potencjatem, [82]), ktérej minimami sa réwnowagi Nasha. Takie gry sa bardzo
dobrze zbadane i uznawane zwykle za klase gier o przewidywalnej dynamice. Ze
wzgledu na mozliwos¢ doktadnej analizy i klarownos¢ wnioskow rozpatrywane w pra-
cach gry posiadaja doktadnie jedng réwnowage Nasha. Duzieki takiemu wyborowi
przedmiotu badan mogliémy skupié¢ sie na bezposrednich implikacjach dynamiki.
Przyktad pogladowy. Zanim formalnie omowie otrzymane rezultaty, opisze
je obrazowo za pomoca przyktadu. Pozwoli on lepiej zrozumie¢ ekonomiczne kon-
sekwencje uzyskanych wynikéw. Rozpatrzmy oligopol, w ktérym gracze dysponuja
ograniczong informacja. Firmy maksymalizuja swoje wyptaty (lub minimalizujg
koszty) uzywajac pewnego rodzaju algorytméw uczenia si¢.” Firmy maja dwie
dostepne strategie (czyste) — moga wybieraé¢ jeden z dwoch zasobéw, z ktérych
wyplata (koszt) zalezy od tego jak wiele firm z niego korzysta. Wtedy kontekst

(i rezultaty) prac A1-A5 mozna rozumieé¢ jako:

Al. duopol, w ktérym obie firmy moga wybieraé strategie mieszang. Analizu-
jemy konsekwencje wzrostu tempa uczenia zgodnie z algorytmem uczenia ze
wzmocnieniem (wykorzystywanym szeroko w ekonomii [23, 36,42, 56, 98]) na

zachowania firm i ewolucje systemu.

A2. oligopol z kontinuum firm (populacja graczy), w ktérym firmy uzywaja je-

dynie strategii czystych, a odsetek firm uzywajacych danej strategii zadaje

8Mimo olbrzymiej literatury w jezyku angielskim znaczaca czeéé pojeé wykorzystywanych
w przedkladanym opisie nie ma ugruntowanego w $rodowisku nazewnictwa w jezyku polskim.
Dlatego wprowadzajac pojecie po raz pierwszy podaje tlumaczenie wlasne wraz z angielskim ory-
ginatem. W przypadku algorytméw podaje réwniez akronim, ktéry nastepnie stosuje w opisach.

9Takie podejscie jest szczegdlnie istotne w galeziach gospodarki, w ktérych ceny aktualizowane

sa czesto, np. w sposéb ciagly, a ludzi zastepuja wyspecjalizowane algorytmy [22,73].
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stan populacji. Analizujemy zachowania systemu w reakcji na wzrost zapotrze-

bowania systemu (np. wzrost wielkoSci popytu).

A3. analizujemy czy wyniki z A2 mozna przenie$¢ na przypadek gdy firmy maja
inng (niz w pracy A2) awersje do ryzyka (uzywaja innych regularyzatoréw niz

entropia Shannona).

A4. badamy jaki wptyw na wyniki pracy A2 mialoby zapominanie (dyskontowanie)

przesztosci — gdy najistotniejsze dla graczy sg najnowsze dane.

A5. oligopol z pracy A2, w ktérym firmy nie uzywaja z géry zadanego algorytmu.
Zamiast tego aktualizuja swoje wybory na podstawie poréwnywania uzyski-

wanych wyptat z wyptatami innych cztonkéw populacji.

Zlozona dynamika zachowan agentéw o ograniczonej racjonalnosci —

uczenie ze wzmocnieniem

Dynamika gry zatorowej z dwoma agentami wykorzystujgcymi algo-
rytm multiplikowanych wag. W pracy A1l analizowana jest dynamika gry za-
torowej, w ktoérej dwoch graczy ma dwie dostepne strategie czyste i obaj stosuja
algorytm aktualizowanych multiplikatywnych wag (ang. Multiplicative Weights Up-
date (MWU))'® wybierajac przy jego pomocy strategie mieszane w kolejnej grze.

Niech x bedzie prawdopodobienstwem, ze pierwszy gracz wybierze pierwsza stra-
tegie (druga strategie wybierze wiec z prawdopodobienistwem 1 — z) i niech y bedzie
prawdopodobieristwem, ze drugi gracz wybierze pierwsza strategie (zatem (x,1 — z)
jest strategia mieszang uzywana przez pierwszego gracza, a (y, 1—y) przez drugiego).
Zakladamy, ze koszt strategii jest proporcjonalny do jej obciazenia. Niech c(i, 7)
bedzie (oczekiwanym) kosztem gracza i wykorzystujacego strategie o numerze j.
Aktualizacja (mieszanych) strategii graczy w chwili n + 1 w wyniku stosowania

MWU z tempem uczenia sie € € (0, 1) jest zadana przez réwnania

T (1 — )
T,(1 =)D + (1 — 2,) (1 — g)c(1:2)’

Tptl1 =

o yn(l - 5)6(2’1)
Yn+1 = yn(l — 6)0(2,1) + (1 _ yn)<1 _ 5)0(2,2).

Jaka jest dynamika zachowan graczy w tej grze? Pokazujemy, ze zalezy ona od tego,

czy zaczynaja od tej samej strategii, czy nie. W artykule wykazano, ze jesli obaj

gracze uzywaja tej samej strategii mieszanej (ale nie czystej), wéwczas dynamika

IOMWU to algorytm zaproponowany jeszcze przez Hannana [56] o szerokich zastosowaniach

w uczeniu maszynowym, ekonomii czy biologii [4,26, 38].
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gry zalezy od tempa uczenia sie graczy. Tak wiec, dopdki jest ono wystarczajgco
malte, widzimy zbiezno$é do (jedynej) réwnowagi Nasha. Nastepnie, gdy tempo
uczenia przekroczy pewien prog, stabilno$¢ rownowagi zostanie utracona. W przy-
padku symetrycznym gdy funkcje kosztu obu strategii sa takie same, obserwujemy
zbieznos¢, z wyjatkiem co najwyzej przeliczalnej liczby warunkéw poczatkowych,
dla ktorych iteracje trafiaja w odpychajaca réwnowage Nasha, trajektorii uktadu
(czyli wybieranych przez graczy strategii mieszanych) do orbity okresowej o okre-
sie 2. W przeciwnym razie, gdy koszty sa rozne, istnieje progowa wartosé¢ tempa
uczenia sie, po przekroczeniu ktérej obserwowaé bedziemy zachowania chaotyczne!!,
zachowania okresowe o dowolnym okresie, skomplikowane zachowania trajektorii
w uktadzie dynamicznym i brak zbieznosci do réwnowagi Nasha. Wynik uzyskany
w pracy Al jest jednym z pierwszych wykazujacych wystepowanie chaosu w grach
zatorowych. Co wigcej, chaotyczne zachowania graczy maja miejsce, gdy $rednio
gracze sg blisko rownowagi Nasha, tzn. Srednie po czasie zachowanie graczy zbiega
do réwnowagi Nasha (niezaleznie od ich tempa uczenia sie). Z kolei gdy agenci zacz-
ng od roéznych strategii poczatkowych, dynamika jest zbiezna do jednej z czystych
réwnowag, czyli (1,0) lub (0,1). Jezeli pierwszy gracz czesciej bedzie korzystal
z pierwszej strategii, niz gracz drugi, wowczas dynamika gry zbiega do profilu strate-
gii, w ktorym pierwszy gracz zawsze bedzie korzystal z pierwszej a drugi gracz
z drugiej strategii. Jesli drugi gracz czeSciej stosuje pierwsza strategie niz gracz
pierwszy, to (w granicy) zamienia sie rolami.

Wyniki pracy A1 implikuja, ze gdy gracze sa homogeniczni i wybieraja poczatko-
wo ta sama strategie mieszang, odpowiednio szybka nauka prowadzi do ztozonych
i nieprzewidywalnych zachowan uczestnikow gry. Praca ta dotyczyla gry z dwoma
uczestnikami. Pytanie co sie wydarzy gdy w grze bierze udzial wiecej graczy? Co
gdy gracze dokonuja réznych wyboréw strategii poczatkowych w takiej sytuacji?
Odpowiedzi na te pytania mozna znalezé w kolejnej pracy (praca A2).

Model z kontinuum graczy i problem utraty efektywno$ci. Fundamen-
talnym problemem teorii gier, ktory wywart ogromny wptyw na nauki spoteczne, jest
zalezno$¢ pomiedzy egoistycznymi wyborami jednostek (odzwierciedlanymi poprzez
réwnowagi Nasha) a rozwigzaniami spotecznie optymalnymi (gdzie maksymalizowana

jest utylitarystyczna funkcja dobrobytu spotecznego [57,58]). Jak zmierzy¢ cene jaka

HW literaturze znalezé mozna wiele definicji chaosu. W przedstawianym osiagnieciu piszac
o chaosie bede mial na mysli chaos w sensie Li-Yorke’a, ktory gwarantuje istnienie nieprzeliczal-
nego zbioru punktéw, ktére tworza tzw. pary splatane — kazde dwie trajektorie punktéw z tego
zbioru zblizaja i oddalaja si¢ od siebie nieskonczenie wiele razy. W kontekscie omawianym w pra-
cach implikuje on inne chaotyczne cechy uktadu, takie jak orbity okresowe dowolnych okreséow czy
dodatnig entropie topologiczna. Lokalnie mozna tez zaobserwowaé czula zaleznosé¢ dynamiki od

warunkéw poczatkowych.
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ponosi populacja w wyniku samolubnych decyzji poszczegdlnych graczy? Odpowiedz
na to pytanie mozna uzyska¢ poréwnujac najgorszy stacjonarny scenariusz dtugoter-
minowy (koszt w najgorszej, najbardziej kosztownej, réwnowadze Nasha) z kosztem
w optimum spolecznym systemu. Stuzy do tego miara zwana cena anarchii (ang.
Price of Anarchy) [72], zdefiniowana jako:
SUN% SC(x)
ze
PoA = min SC(x)’
gdzie koszt spoteczny profilu SC(x) jest sumg kosztéw graczy (zawsze dodatnia),
a NE zbiorem rownowag Nasha tej gry, lub w kategoriach funkcji dobrobytu spotecz-
nego
g, W)
PoA = max SW(z)’
gdzie SW jest utylitarystyczna funkcja dobrobytu spotecznego (czyli suma wyptat
graczy, zawsze dodatnia).

Niska cena anarchii (bliska 1) oznacza, ze wszystkie réwnowagi Nasha sa bliskie
optimum spotecznego, a zatem jakakolwiek zbiezna dynamika uczenia si¢ wystar-
czy, aby (asymptotycznie) dziatanie (a co za tym idzie efektywnos$é) systemu byto
bliskie optimum. Oznacza to, ze niska cena anarchii jest bardzo korzystna w prob-
lemach ekonomicznych z duza liczbg podmiotéw gospodarczych, gdzie ze wzgledu
na ztozonosé problemu (i ograniczony wplyw na dlugofalowe zachowania graczy)
mozemy mie¢ jedynie pewne gwarancje zbieznosci dynamiki do réwnowagi, ale bez
informacji do ktérej. Jednym z osiagnie¢ badan nad cena anarchii bylo opraco-
wanie $cistych (gérnych) ograniczen na PoA (przynajmniej w przypadku gier za-
torowych), ktére sa niezalezne od topologii sieci lub iloci graczy [99,100]. Jed-
noczesnie uzyskane w ostatnich latach wyniki [30,31,47] sugeruja, ze wzrost wielkosci
populacji (wzrost zapotrzebowania) moze zmniejszy¢ cene anarchii. Pokazano, ze
jesli zapotrzebowanie systemu rosnie, to najgorszy stabilny scenariusz (réwnowaga
o najwiekszym koszcie/najnizszej wyptacie) nie jest odlegty od optimum. Stad anal-
iza réwnowag sugeruje, ze efektywnos$¢ systemu jest bliska optymalnej dla duzych
populacji. Jednak dopiero praca A2 byla pierwsza, w ktorej przeprowadzono sys-
tematyczne badanie wptywu zwiekszenia catkowitego zapotrzebowania na zachowa-
nia uczacych sie graczy. W konsekwencji wskazany zostal niepozadany efekt wzrostu
wielkosci zapotrzebowania systemu: nawet w przypadku najprostszych nietrywial-
nych gier — gier zatorowych z dwiema dostepnymi strategiami czystymi, gdy catko-
wite zapotrzebowanie systemu rosnie, dynamika uczenia nieuchronnie staje sie nie-
stabilna, zazwyczaj chaotyczna.

Wymnik przez nas uzyskany zostat opublikowany w materiatach jednej z najwazniej-

szych konferencji w dziedzinie uczenia maszynowego (patrz np. conference-rankings)
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— Conference on Neural Information Processing Systems. W pracy analizuje ze
wspotautorami zachowanie graczy uzywajacych algorytmu MWU w grach zatorowych
z nieprzeliczalng populacja. Dla dowolnej bezatomowej'? gry zatorowej i dowolnego
tempa uczenia si¢, pokazujemy, ze istnieje progowa pojemnosé¢ systemu (wielko$é
populacji) taka, ze gdy calkowite zapotrzebowanie (popyt) ja przekroczy, system
staje sie niestabilny, a wszelkie wnioski bazujace na analizie stanu rownowagi nie
sa aplikowalne do tej sytuacji. Udowodnione zostalto istnienie zaréwno zachowan
okresowych, jak i chaotycznych, i podano formalne gwarancje dotyczace warunkéw,
w jakich one powstaja. Pomimo tej nieprzewidywalnosci, $rednie przepltywy (miedzy
strategiami czystymi) w populacji wykazuja regularnosé zbiegajac do réwnowagi
niezaleznie od zapotrzebowania systemu. Jednocze$nie system jest nieefektywny,
a Sredni koszt w czasie moze by¢ dowolnie wysoki. Dzieje sie to w sytuacji gdy cena
anarchii jest optymalna, czyli PoA = 1.

Model z pracy A2. Rozwazamy bezatomowsa gre zatorowa o dwoch strategiach
z kontinuum graczy (agentéw), gdzie kazdy z nich stosuje MWU do zaktualizowa-
nia swoich strategii. Wielkos¢ catkowitego przeptywu (zapotrzebowania) wszystkich
graczy wynosi IV, a kazdy gracz kontroluje jego infinitezymalna czes¢. Oznaczmy
odsetek graczy przyjmujacych pierwsza strategie w chwili n jako x,. Przyjmuje
sie, ze koszt kazdej strategii (zasobu, potaczenia, Sciezki) jest proporcjonalny do
obciazenia tej strategii. Oznaczajac przez c(j) koszt wyboru strategii j (kiedy
frakcja x graczy wybiera pierwsza strategie), przy wspoétczynnikach proporcjonal-

nosci «, 8 > 0, otrzymujemy
¢(l) = aNz, c(2) = fN(1 —z). (1)

W momencie n 4+ 1 zaktadamy, ze gracze znaja koszt strategii z chwili n, czyli
znaja odsetek graczy uzywajacych kazdej ze strategii (odpowiednio z, i 1 — x,).
Majac te wiedze agenci aktualizuja swoje wybory. Poniewaz jest ich kontinuum, zre-
alizowany przeptyw (podzial) jest doktadnie opisany przez rozktad (z,,1—z,). Ak-
tualizacji prawdopodobienstw dokonujemy za pomoca MWU, ktory zadaje odsetek

graczy uzywajacych w chwili n 4+ 1 strategii pierwszej jako

T, (1 — g)°) B T
(1 =)W + (1 —2,)(1 =)@ 2, + (1 — 2,)(1 — g)c@—<V)

(2)

Tptl =

dla ustalonego tempa uczenia sie ¢ € (0, 1).
W pracy pokazatem, ze dla malych warto$ci zapotrzebowania systemu nadal

mamy zbieznoé¢ do przyciagajacej réwnowagi Nasha.'® Niemniej jednak w przy-

12Czyli takiej, w ktoérej zmiana zachowania ktéregokolwiek gracza nie moze wplynaé na zmiane
wyplat innych graczy.
13 Jedynym istotnym parametrem jest odsetek graczy stosujacych pierwsza strategie w stanie
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padku duzego zapotrzebowania zachowanie systemu jest znacznie bardziej skom-
plikowane. Rozwazmy najpierw przypadek, gdy koszty obu strategii opisuje ta
sama funkcja kosztu (o = f), a jedyna réwnowaga Nasha jest (3,3). Wtedy,
wraz ze wzrostem zapotrzebowania systemu réwnowaga Nasha, tozsama z optimum
spotecznym (PoA = 1), traci stabilno$é, co podwaza analizy dotyczace optymal-
nej dlugoterminowej efektywnosci systemu. Po utracie stabilnosci uktad pozostaje
jednak w pewnym stopniu przewidywalny — wszystkie trajektorie (z wyjatkiem
przeliczalnie wielu wpadajacych w odpychajaca réwnowage Nasha) sa przyciagane
przez orbite okresowa o okresie 2 symetryczna wzgledem % Jednoczesnie $redni
koszt spoteczny jest bliski najgorszego przypadku dla gry jednoetapowej. Sytuacja
moze by¢ wiec tak zla (tak kosztowna), jak to tylko mozliwe.'* A co gdy funkcje
kosztu sie réznia? Wtedy wzrost zapotrzebowania systemu doprowadzi do okre-
sowych zachowan o dowolnych okresach, chaotycznych zachowan graczy (chaos w sen-
sie Li-Yorke’a), a takze (lokalnie) czulej zaleznosci od warunkéw poczatkowych.
Pociaga to za sobg konsekwencje w grach bezatomowych. Gdy gra jest asymetryczna
(koszty sa asymetryczne), czyli gdy réwnowaga wewnetrzna nie jest podziatem 50%-
50%, zwiekszenie catkowitego zapotrzebowania systemu nieuchronnie doprowadzi do
chaotycznego zachowania, niezaleznie od postaci funkcji kosztu. Zatem przewidze-
nie zachowania populacji graczy staje sie prawie niemozliwe. Dodatkowo, cho¢ przy
duzym obciazeniu systemu (duzej populacji) mozna zaobserwowaé pewne zachowa-
nia okresowe, to nawet niewielkie zmiany warto$ci parametréw moga prowadzi¢ do

® Co zaskakujace, wszystko to dzieje sie, gdy za-

zupelie innego zachowania.®
chowanie $rednie w czasie wydaje sie optymalne — $rednia po czasie zbiega do
(jedynej) réwnowagi Nasha niezaleznie od szybkosci uczenia sie stosowanej przez

graczy, funkcji kosztow, na ktore patrza, lub stanu poczatkowego systemu. Za-

réwnowagi. Pierwsza zaleta tego sformutowania jest to, ze odsetek graczy stosujacych kazda ze
strategii w stanie rownowagi jest niezalezna od poziomu N. Druga zaletg jest fakt, ze cena anarchii
tych gier wynosi dokladnie 1, niezaleznie od «, 3, i N. Dlatego nasz model stanowi naturalny
punkt odniesienia dla poréwnania analizy w stanie rownowagi, ktora sugeruje optymalny koszt
spoteczny, ze $rednim (po czasie) kosztem spolecznym wynikajacym z braku zbieznosci dynamiki
uczenia sie, ktory, jak pokazujemy, moze by¢ tak duzy jak to tylko mozliwe.

MUpodmiotowiajac uzyskany wynik powréémy do przykladu z oligopolem. W tej sytuacji kon-
tinuum podmiotéw gospodarczych (firm) tworzy populacje graczy. Omawiany wynik oznacza, ze
jesli zapotrzebowanie systemu jest odpowiednio duze, to wybory populacji beda dalekie od opti-
mum (czyli podziat 50% — 50%). Dla ustalenia uwagi jesli przyciagajaca orbita to {(3, 2), (3, 3)},
w oligopolu populacja bedzie na zmiane realizowaé stan bliski pierwszemu badz drugiemu z nich.

Prowadzi¢ to bedzie do suboptymalnych wyptat dla kazdej z firm.
5W kontekscie oligopolu z kontinuum graczy oznaczaé to bedzie, ze wzrost zapotrzebowania

(popytu) moze zdestabilizowaé¢ zachowanie populacji firm, powodujac zlozone zachowania graczy,
chaotyczna ewolucje populacji firm. Spowoduje to znaczace straty. Jednoczeénie analiza $redniego

zachowania sugerowaé bedzie dobre zachowanie dynamiki.
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tem patrzac z poziomu makro, na Srednie zachowanie populacji, mozna sadzi¢, ze
zachowanie systemu jest bliskie optymalnemu. Co wiecej, $rednie zachowanie popu-
lacji jest podobne do Sredniego zachowania w grach o sumie zero, gier uznawanych
za skrajnie odmienne od gier zatorowych. Niemniej jednak przyjrzenie sie blizej
(rzeczywistej) dynamice daje zupelnie inne wnioski. Wymienione rezultaty mozna
rozszerzy¢ na przypadek wielu strategii (zasobéw, $ciezek) jak réwniez na nielin-
iowe koszty (patrz Appendix pracy A2). Praca ta data podstawy do dalszej ana-
lizy. W szczegdlnosci odpowiedzi wymagaly pytania czy na chaotyczno$é¢ systemu
ma wplyw wybor algorytmu postepowania badz zatozenie homogenicznosci popu-
lacji? W kolejnych pracach badaliémy jaki wptyw na dynamike zachowan graczy
(i populacji) ma odejscie od tych zatozen. W dalszej czesci opisu omdwie konsek-
wencje wyboru innych algorytméw (praca A3) czy zapominania przesztosci (praca
A4). Zanim to zrobie warto jednak nadmienié, ze wyniki tu przedstawione mozna
uogdlni¢ na przypadek heterogeniczny. W artykule [13], przyjetym do publikacji
w Proceedings of National Academy of Sciences, formalnie (analitycznie) udowod-
niliSmy zjawisko pojawienia si¢ ,inteligencji zbiorowej” bedacej konsekwencja dy-
namiki uczenia sie w duzej populacji graczy w grze inspirowanej problemem FEl
Farol Bar [6]."® W naszym modelu kazdy gracz uczy sie i dostosowuje swoje strate-
gie w dyskretnym czasie, zgodnie ze standardowa klasa MWU. Model dostarcza dwa
zrodta heterogenicznosci w populacji graczy. Po pierwsze, kazdy gracz moze zaczaé
od réznych przekonan co do tego, jakie dziatanie powinien wybra¢. Aby uwzglednié
te zmiennos¢ kazdemu graczowi przypisaliSmy wtasny typ. Po drugie, kazdy typ
gracza ma swoja wlasng intensywnosé adaptacji, czyli szybkos¢ uczenia sie; niek-
térzy gracze moga szybko dostosowaé sie do sygnaléw dotyczacych kosztéw (szybko
uczacy sie), podczas gdy inni moga wykazywaé wieksza cierpliwo$¢ w aktualizowa-
niu swoich przekonan (wolno uczacy sie gracze). Stan populacji opisuje rozktad
prawdopodobienstwa przekonan wsrod wszystkich typéw graczy, ktérych moze by¢
skoniczenie lub nieskonczenie wiele, co odpowiada heterogenicznym zachowaniom
zwigzanym z uczeniem sie. Wedle naszej wiedzy to pierwszy taki model z réznymi
zrodtami heterogenicznodci graczy. Jednoczesnie analitycznie pokazaliSmy w nim, ze

skomplikowana, nieprzewidywalna dynamika uczenia sie w wysoce heterogenicznej

16Jest to tematyka o fundamentalnym znaczeniu dla ekonomii, biologii matematycznej czy
sztucznej inteligencji. Model wieloagentowego uczenia si¢ ze wzmocnieniem (MARL) jest klu-
czowy dla wlasciwej analizy zachowan graczy w skomplikowanych srodowiskach. Niestety mno-
go$¢ wynikéw dotyczacych MARL nie poprawia znaczaco zrozumienia prawdopodobnie najbardziej
znanego przyktadu wieloagentowej algorytmicznej adaptacji w grach zatorowych, problemu El Farol
Bar [6]. Problem ten, sformulowany przez amerykanskiego ekonomiste Williama Arthura (bedacy
pierwotnie czescig dyskusji z Kennethem Arrowem i Paulem Krugmanem na temat podstaw teorii
ogolnej réwnowagi) ma u swoich podstaw pomoc analizowaé w kontekscie nauk spolecznych takie

koncepcje jak rozumowanie indukcyjne czy ograniczona racjonalnosé.
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populacji moze wygenerowa¢ porzadek makroskopowy (z perspektywy éredniego za-
chowania), ktéry jest zgodny z klasycznymi koncepcjami réwnowagi w teorii gier
(cho¢ posta¢ réwnowagi zalezy m.in. od tempa uczenia sie graczy). Jednak kazdy
uczestnik gry ponosi wysokie koszty. Wynik ten pomaga w zrozumieniu dynamiki

zachowan graczy w problemie El Farol Bar.

Zlozona dynamika zachowan a awersja do ryzyka

Kolejne rozwazane przeze mnie zagadnienie dotyczyto ztozonego zachowania graczy
o zréznicowanej awersji do ryzyka. Cho¢ algorytm MWU zadaje dynamike gry
bedaca dyskretnym odpowiednikiem dynamiki replikacyjnej jego waga (i uniwer-
salno$é¢ zastosowan) wynika z jego optymalnych wlasnosci minimalizujacych zal
[56,101]. Stad w sytuacjach gdy dostep do informacji jest ograniczony gracze maja
motywacje do jego uzywania. Problemem wymagajacym analizy byto czy destabi-
lizacja systemu obserwowana dla MWU jest konsekwencja uzytego sposobu aktuali-
zowania zachowan graczy. W tym celu w pracy A3 analizowalem ze wspotautorami
szeroka klase algorytméw podazania za uregularyzowanym liderem (ang. Follow-
the-reqularized-leader (FTRL)). Pokazujemy w niej, ze wyniki uzyskane dla MWU
mozemy rozszerzy¢ na sytuacje gdy gracze inaczej warunkuja swoje decyzje (np.
poprzez inne spojrzenia na ryzyko). Byla to kolejna praca, ktéra znalazta miejsce
na czotowej konferencji z zakresu uczenia maszynowego, tym razem International
Conference on Machine Learning.

FTRL to klasa algorytméw uczenia online, wykorzystywanych np. w aukcjach,
analizie ryzyka kredytowego czy modelowaniu genetycznym. Dynamika FTRL obej-
muje w szczegolnych przypadkach takie algorytmy jak MWU czy algorytm gra-
dient descent [102]. W ramach FTRL strategia w kazdej iteracji jest wybierana
poprzez minimalizacje wazonej (wedlug szybkosci uczenia sie) sumy catkowitego
kosztu wszystkich dziatan wybranych przez graczy i sktadnika regularyzujacego. Za-
t6zmy, ze gracze w chwili n+ 1 znaja koszt strategii w chwili n na bazie (z,,1 — x,)
i aktualizujag swoje wybory zgodnie z algorytmem FTRL. Mianowicie, w kontekscie
opisanym w omoéwieniu pracy A2, w momencie n + 1 gracze wybieraja pierwsza

strategie z prawdopodobienstwem =z, takim, zZe:
To+r = arg min (e Yola(z) v tel—a) (1-2)]+R,1-12), (3)
R j<n

gdzie ¢1(x;)-x+co(1—2;)-(1—2), to catkowity koszt ponoszony przez populacje graczy
grajacych przeciwko mieszance (x,1—2z) w momencie j, podczas gdy R: (0,1)? — R

jest stroma w zerze (1'(0) = —oo, gdzie r(z) = R(z,1 — z)) symetryczna funkcja
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wypukla, zwang regularyzatorem, ktora reprezentuje ,kare za ryzyko”: ten sktadnik
zadaje kare za nagle zmiany strategii na podstawie niewielkiego przyrostu informacji
z poprzedniej iteracji gry.

Dynamika generowana przez algorytmy FTRL zalezy od cech regularyzatora [80].
Strome regularyzatory sa kluczowymi sktadowymi algorytmu gwarantujacymi, ze
proces nie zbiegnie do jednej z czystych strategii. Reprezentuja one albo naturalng
nieche¢ gracza przed rezygnacja z pierwotnie wybranej strategii, albo celowg ochrone
przed wybraniem strategii zbyt ryzykownych. Zauwazmy, ze gdyby w problemie (3)
nie byto regularyzatora, populacja z prawdopodobienstwem 1 wybierataby t¢ sama
strategie czysta, co skutkowaloby wysokimi kosztami. W algorytmach klasy FTRL
regularyzator jest powiazany z awersja graczy do ryzyka, tzn. im bardziej stromy
(czyli r roénie szybciej w otoczeniu zera) jest regularyzator, tym bardziej gracz
jest zniechecany do podejmowania ryzykownych zachowan. Wiadomo, ze dynamika
FTRL z perspektywy czasu jest konkurencyjna wzgledem najlepszej statej akcji (jest
tzw. algorytmem typu no regret [56,101]), pod warunkiem, ze jest on wykonywany
z wysoce zoptymalizowana szybkoscia uczenia sie. W szczegdlnym przypadku gdy
wszyscy agenci uzywaja (ujemnej) entropii Shannona jako regularyzatora, otrzy-
mujemy algorytm MWU. Czy mozemy rozwinaé nasze zrozumienie dynamiki gry
i zachowan z MWU na bardziej ogbélng dynamike FTRL? Czy wyniki sa jako$ciowo
podobne?

Odpowiedzia na te pytania zajatem sie w pracy A3, w ktérej pokazatem ze
wspoétautorami, ze nawet w prostych bezatomowych grach zatorowych z liniowymi
funkcjami kosztu, z dwoma zasobami i dowolna stata szybkoscia uczenia sie (z wyjat-
kiem sytuacji gdy gra jest w pelni symetryczna) zwiekszenie wielkosci populacji
lub skali kosztéw powoduje, ze dynamika uczenia si¢ staje si¢ niestabilna i osta-
tecznie chaotyczna w sensie Li-Yorke’a. Ponadto, udowodnilismy istnienie nowych,
niestandardowych zjawisk, takich jak wspolistnienie stabilnych réwnowag Nasha
i chaosu w tej samej grze. Dynamika zachowan w tej grze zalezy wiec od stanu
poczatkowego populacji — zaleznie od niego obserwowaé¢ mozemy zbiezno$é¢ do
réwnowagi badz zachowania chaotyczne. Zatem (dlugoterminowy) koszt spoteczny
zalezy w sposéb krytyczny od warunkéw poczatkowych. Na koniec, chociaz dy-
namika FTRL moze by¢ skomplikowana, udowodniliSmy, ze podobnie jak dla MWU,
srednia po czasie wciaz zbiega do rownowagi Nasha dla dowolnego wyboru szybkosci
uczenia si¢, dowolnych liniowych funkcji kosztéw i dowolnego stanu poczatkowego.
Zatem obserwujemy skrajnie skomplikowane zachowania graczy przy porzgdnym za-

chowaniu $rednim.
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Ztozona dynamika zachowan a zapominanie,

model z behawioralnej teorii gier

Kolejnym zagadnieniem, ktore podjatem byto zbadanie dynamiki populacyjnej gry
zatorowej z agentami uzywajacymi algorytmow sEWA (ang. simplified Experience
Weighted Attraction, sSEWA), waznego narzedzia ekonomii eksperymentalnej [24,
49,66, 67, 75]. Wyniki z wczesniej oméwionych artykuléw opisuja dynamiki gry,
w ktorej uczacy si¢ gracze ksztattujg swoje zachowanie jednakowo oceniajac koszty
ze wszystkich poprzednich okresow. Mniej jasne jest to, jak dobrze to robig i czy
zadane ograniczenia zgadzajg sie z naszym najbardziej naturalnym rozumieniem
tego, jak ludzie faktycznie zachowujg sie, gdy staja przed strategicznymi decyzjami
w praktyce. W szczegolnosci czy podejmujac decyzje korzystaja z petnej historii,
czy moze najwazniejsze sg ostatnie doSwiadczenia.

Pytanie, w jaki sposéb ludzie uczg sie modyfikowaé¢ swoje strategie w grach
w S$wiecie rzeczywistym, jest przedmiotem badan teorii gier behawioralnych [24,
65-67]. Przycigganie wazone doswiadczeniem (ang. Experience Weighted Attrac-
tion) jest kanonicznym modelem uczenia sie w teorii gier behawioralnych. Pier-
wotnym celem wprowadzenia EWA bylo ujednolicenie modeli opartych na ucze-
niu sie przez wzmacnianie i modeli opartych na przekonaniach (belief-based mod-
els). Jednakze, model ten zawiera zbyt wiele wolnych parametréw [24,103], dlatego
ostatnie prace — [49,90], praca A4 — skupily sie na jej okrojonej wersji ktora
nazywamy uproszczonym EWA (SEWA). Model ten dopuszcza tylko dwa parame-
try: intensywnos¢ wyboru i parametr utraty pamieci, ktéry odgrywa role podobna
do roli stopy wykladniczego dyskontowania przeszltych wyptat.!” W artykule A4
rozwazytem ze wspotautorami ten model, w ktérym gracze uzywaja logitowej naj-
lepszej odpowiedzi na oszacowanie historycznego wyniku kazdego dzialania. Wptyw
przesztych wyptat maleje tu wyktadniczo. Co wazne, prace eksperymentalne w tej
dziedzinie sugeruja, ze powszechna jest duza intensywno$é¢ wyboru [24]. Ta infor-
macja zestawiona z wczesniej uzyskanymi przeze mnie i moich wspotautoréw wyni-
kami wskazywala na mozliwos¢ wystapienia konfliktu pomiedzy standardowymi
zatozeniami stabilnosci modelu a przetestowanymi eksperymentalnie prawidlowos-
ciami behawioralnymi. W jaki sposéb wzajemne oddzialywanie intensywnosci wybo-
ru i utraty pamieci wptywa na wyniki zbieznosci w prostych grach zatorowych?

Analize interakcji pomiedzy utrata pamieci a asymetrig kosztéw przeprowadzi-
liSmy w dobrze znanym z poprzednich prac kontekscie bezatomowych gier zatorowych
z dwiema dostepnymi strategiami czystymi. Giéwnym wynikiem jest nastepujace

twierdzenie (patrz Rysunek 1):

"Wspétczynnik utraty pamieci mozna postrzegaé réwniez jako kolejna skladows ograniczonej

racjonalnodci.
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Rysunek 1: Zachowanie uktadu dla duzych wartosci inten-
sywnosci wyboru. Tak dtugo jak E-%B € (é:—g, ﬁ), prawie
wszystkie trajektorie sa przyciagane przez orbite okresowa
okresu 2. Poza tym przedzialem obserwujemy zachowanie

chaotyczne.

Twierdzenie. Dla ustalonego wspdlczynnika utraty pamieci o € [0,1] (gdzie
o = 0 oznacza brak utraty pamieci, a przy o = 1 agenci uZywajg po prostu najlepszej
odpowiedzi na ostatnig akcje) dla duzych wartosci intensywnosci wyboru mamy dwa

odmienne zachowania zalezne od asymetrii stosunku kosztow aLiB

1. Jesli funkcje kosztow obu strategii nie réZniq sie znaczgco, tzn. a’%ﬁ el, =
(1—0 1

52, 5-=), to po utracie stabilnosci system pozostaje przewidywalny zbiegajgc

zawsze do orbity okresowej o okresie 2.

2. Jesli O%/B znajduje sie poza I, (czyli réznica w funkcjach kosztu jest znaczqca),
to dla wystarczajgco duzej intensywnosci wyboru system staje sie nieprzewidy-
walny i chaotyczny (w sensie Li-Yorke’a).

Co wiecej, wraz ze wzrostem utraty pamieci (wartosci parametru o) system staje sie

przewidywalny dla szerszego zakresu funkcji kosztu.

Powyzsze twierdzenie daje zasadnicze rozréznienie dtugoterminowego zachowa-
nia systemu: w pierwszym przypadku chociaz dla duzych wartosci intensywnosci

wyboru system nie stabilizuje sie, pozostaje w miare przewidywalny — nie ma wiec
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znaczenia poczatkowy stan systemu (populacji), bo finalnie uktad zbiega do tego
samego dwuokresowego zachowania. Gdy funkcje kosztu sg wystarczajaco podobne,
zapominanie (dyskontowanie) przesztoéci powoduje, ze koszty sa nie do odréznienia
z punktu widzenia gracza. W takim wypadku, kiedy intensywnos¢ wyboru jest
duza, populacja graczy (podmiotéw gospodarczych) zmiarza do przyciagajacej okre-
sowej orbity o okresie 2. Po pewnym czasie kazda parzysta (nieparzysta) iteracja
umiesci ja blisko swojej poprzedniej pozycji. Z kolei gdy funkcje kosztu istotnie sie
roznia, system dla odpowiednio duzej intensywnosci wyboru jest chaotyczny. Sys-
tem jest w nieprzewidywalnym rezimie, z okresowymi orbitami o réznych okresach
i skomplikowana, potencjalnie czutg na zaburzenia dynamiks — populacja ewoluuje
w sposob nieprzewidywalny. 8

Komentarza wymaga kwestia rownowagi w tej dynamice. Razem ze wspodtau-
torami pokazatem, ze ze wzgledu na zaburzenie systemu, réwnowagi Nasha nie moga
by¢ statymi punktami dynamiki. Jedyny punkt staty, ktéry moze by¢ przyciggajacy
jest tzw. réwnowagy logitowa.! Roéwnowaga ta lezy miedzy réwnym podziatem
a réownowaga Nasha, do ktérych zbliza si¢ dla dwéch skrajnych wartosci intensyw-
nosci wyboru. Mozna to uzasadni¢ nastepujaco: kiedy intensywnos¢ wyboru dazy
do zera, gracz jest obojetny na swoja wyptate, a co za tym idzie, ktéry zaséb wybrac.
11

31 35)- Z drugiej

strony, gdy intensywno$¢ wyboru zmierza do nieskonczonosci, mata przewaga , his-

Poniewaz oba wybory sa réwnie prawdopodobne, wybiera podziat (

toryczna” danego wyboru sprawia, ze wybor ten staje sie bardziej prawdopodobny.
Stad réwnowaga logitowa zbliza si¢ wtedy do réownowagi Nasha. Wozrost inten-
sywnosci wyboru przybliza nas wiec do réwnowagi Nasha. Dzieje sie to jednak
kosztem utraty stabilnosci. Razem ze wspotautorami pokazatem, ze tak dtugo, jak
staty punkt przyciaga lokalnie, przyciaga réwniez globalnie. Jednakze istnieje dolne
ograniczenie na intensywnos¢ uczenia, powyzej ktérego rownowaga staje sie odpy-
chajaca. Od tego momentu nie mozemy liczy¢ na zbiezno$¢ dynamiki, a analiza
stanu rownowagi staje si¢ bezprzedmiotowa. Ponadto wskazalismy, ze ta wartosc¢
progowa maleje wraz ze wzrostem wspotcezynnika dyskontujacego o.

W pracy A4 wskazatem ze wspélautorami jeszcze jedno wazne rozréznienie
pomiedzy przypadkiem pelnej pamieci a sytuacjg gdy nastepuje jej utrata. W przy-
padku pelnej pamieci, przy duzej intensywnosci wyboru mozna tak zmieni¢ warunki
gry (zréznicowaé koszty zasobéw/drég), aby wymusié zbieznosé do réwnowagi. Jed-
nakze, gdy zapominanie przesztoéci wpltywa na wyboér graczy (o > 0), wystarcza-
jaco duza intensywno$¢ wyboru nieuchronnie zdestabilizuje system i zadna zmiana

warunkow gry go nie ustabilizuje. Przy utracie pamieci istnieje warto$é¢ progowa in-

18Ten wynik moze sugerowaé, ze okresowe zachowania, ktére widzimy w praktycznych prob-
lemach moga by¢ efektem ograniczonej pamieci, a zapominanie ma wlasnosci stabilizujace system.
YRéwnowaga logitowa jest waznym narzedziem ekonomii eksperymentalnej [76].
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tensywno$ci wyboru, po ktorej przekroczeniu, gra staje sie niestabilna bez wzgledu
na koszty. Natomiast dla gier z pelna pamiecia (¢ = 0), dla dowolnej intensywnosci
mozna znalezé gry zatorowe, gdzie dynamika bedzie zbiezna.

Finalnie zauwazmy, ze w przypadku o > 0 planista spoteczny majacy wplyw
na modyfikacje wyptat (np. poprzez opodatkowanie czy transfery pieniezne) moze
dazy¢ do zblizenia wyplat w celu wiekszej przewidywalnosci systemu (trafieniu w za-
kres parametréow dla ktérych mamy w najgorszym razie zbieznos¢ do orbity okre-
sowej o okresie 2, patrz Rysunek 1). Zatem cho¢ dyskontowanie przesztosci wyklucza
mozliwos¢ modyfikacji wyptat w taki sposéb, aby wymusic¢ zbieznosé, daje ono alter-
natywny sposob na zagwarantowanie przewidywalnej dynamiki: zblizenie kosztéw

zasob6éw moze wyprowadzi¢ system z chaosu.

Mikroekonomiczne a biologiczne podstawy ewolucyjnej teorii gier

W ewolucyjnej teorii gier w zaleznosci od kontekstu, dynamike gry wyprowadza
sie zwykle w jeden z nastepujacych sposobéw: (i) z biologicznego modelu ewolucji
populacji, zwykle formutowanego w kategoriach zdolnosci reprodukcyjnej danego
gatunku; (ii) na podstawie zestawu mikropodstaw ekonomicznych, ktére wyrazaja
tempo wzrostu typu (lub strategii) w populacji za pomoca protokotu rewizji (model
ekonomiczny okreslajacy sktonnos¢ gracza do przejscia na strategie o wyzszych
wyplatach); lub (iii) z algorytmu uczenia si¢ zaprojektowanego w celu optymaliza-
cji krétkowzrocznego kryterium wydajnosci (takiego jak minimalizacja zalu gracza)
w skadinad agnostycznym otoczeniu, w ktérym gracze nie znaja gry, w ktora graja.

Jedna z najczesciej badanych dynamik gry jest dynamika replikatorow Taylora
i Jonkera [111], prawdopodobnie spiritus movens ewolucyjnej teorii gier. Najpierw
wyprowadzona jako model ewolucji populacji biologicznych pod presja selekcyjna
w duchu Morana [83], dynamika replikatoréw zostala nastepnie przeniesiona do
teorii ekonomii poprzez mechanizm znany jako imitacja proporcjonalna parami (ang.
pairwise proportional imitation, PPI), pierwotnie za sprawa Helbinga [63].2° Mniej
wiecej w tym samym czasie pokazano, ze MWU w przypadku ciagglym roéwniez
prowadzi do dynamiki replikatorow.

W pracy A5 razem z Panayotisem Mertikopoulosem postawitem nastepujace,
naturalne pytanie: Czy koncepcyjnie rozne modele lezgce u podstaw dynamiki rep-
likatora prowadzq do jakoSciowo rézinych wynikow w czasie dyskretnym? A jesli tak,

to w jakim stopniu? Szerzej: Czy ekonomiczne i biologiczne podstawy ewolucyjnej

20Model ten ma swoje korzenie w teorii rewizji protokotéw (ang. revision protocols). Kazdy
uczestnik gry czasami otrzymuje mozliwo$é zmiany dziatan i w takich chwilach rozwaza zmiane
strategii, porownujac swoja wyplate z wyplata losowo wybranej osoby w populacji i zmieniajac ja

z prawdopodobienistwem proporcjonalnym do korzysci wynikajacych ze zmiany [106].
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teorii gier sq zgodne?

Mozna z duzym prawdopodobienstwem oczekiwac, ze odpowiedzi na te pytania
beda pozytywne w przypadku duzych (ze wzgledu na liczbe graczy czy liczbe dostep-
nych strategii) gier, w ktérych na dtuzsza mete pojawia sie wiele zréznicowanych za-
chowan; z drugiej strony, w prostych grach zakres pojawiajacych sie zachowan bytby
prawdopodobnie podobny jakoS$ciowo i réznitby sie jedynie na poziomie ilosciowym
(takim jak tempo zbieznosci do réwnowagi itp.). PokazaliSmy, ze to zalozenie jest
zbyt optymistyczne, nawet w klasie gier z potencjatem (ktére posiadaja najsilniejsze
gwarancje zbieznoéci w ramach dynamiki replikatora), a nawet w przypadkach, gdy
gra jest symetryczna, a gracze maja do dyspozycji jedynie dwie strategie (to naj-
mniejsza sensowna gra). W szczegdlnodci rozwazaliémy przypadek symetrycznego
losowego dopasowywania w grze antykoordynacyjnej 2 x 2 i pokazaliSmy, ze rézne
zrodta dynamiki replikatora w czasie dyskretnym wykazuja jako$ciowo rézne za-

chowania;:

1. W biologicznym modelu konkurencji wewnatrzgatunkowej dynamika zbiega do

réwnowagi Nasha dla dowolnej wartoséci kroku czasowego § > 0.

2. W ekonomicznym modelu bazujacym na protokole postepowania PPI istnieja
pewne konfiguracje réwnowagi, ktére globalnie przyciagaja dla dowolnej wartos-
ci 9, inne, dla ktérych réwnowaga gry jest odpychajaca dla pewnego zakresu
wartodci 9, 1 jeszcze inne, ktore prowadzg, poprzez utrate stabilnosci rownowagi
i podwojenie okresu, az do pojawienia si¢ chaosu Li-Yorke’a (dla innego za-

kresu wartosci 6).

3. Wreszcie, w przypadku algorytmu MWU, wszystkie konfiguracje rownowagi
staja sie niestabilne dla odpowiednio duzego kroku czasowego 6 i jesli korzysci
z porzucenia najbardziej obciazonego wyboru nie sa réwne, chaos Li-Yorke’a
pojawia sie za kazdym razem, gdy krok czasowy przekracza pewien prog za-

lezny od doktadnej pozycji réwnowagi gry.

Pokazatem wiec, ze wyniki ekonomicznego modelowania charakteryzuja sic w tej
sytuacji nieprzewidywalnoscia, co stanowi wyrazny kontrast z uniwersalnie zbieznym
krajobrazem dla omawianych gier, ktéry pojawia sie w ciagtym przypadku (i ktéry
podziela jedynie model biologiczny). Ten wynik jest szczegdlnie intrygujacy, ponie-
waz dostarcza konkretnej, iloSciowej przestrogi co do zakresu, w jakim przy po-
mocy dynamiki replikatorow mozna prognozowaé¢ dhugoterminowe zachowania jego
dyskretnych odpowiednikéw.

Co wiecej, wynik ten wskazuje na odrebnos¢ mikropodstaw zastosowan i inter-
pretacji ewolucyjnej teorii gier w réznych kontekstach aplikacyjnych. W modelu

biologicznym widzimy zbiezno$¢ do réwnowagi Nasha niezaleznie od dtugosci cyklu
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ewolucyjnego. W modelach ekonomicznych zbiezno$é¢ do rownowagi Nasha zachodzi
dla takiego samego zakresu szybkosci rewizji/szybkosci uczenia sie. Jednakze ich
zachowania po utracie stabilnosci moga by¢ diametralnie rézne. Na koniec warto
nadmieni¢, ze wynik z pracy A5 mozna uogdlni¢ np. pokazujac, ze chaotyczne
zachowania moga wystepowaé¢ w grach jesli tylko gracze wykorzystuja protokoty
imitacyjne (ktérych reprezentantem jest PPI) [12].

Miara zlozonosci strategii w grach iterowanych

Optymalizacja kryterium wydajnosci, jak minimalizacja zalu czy rewizja wtas-
nych wyborow poprzez poréwnanie swoich wyptat z innymi dostepnymi w popu-
lacji (protokoty rewizji), daja mozliwosé (dynamicznej) analizy ewolucji populacji,
ktorej dokonatem we wczesniej oméwionych pracach. Jednakze, pojedynczy gracze
zamiast uzywaé algorytmu moga staraé sie uzywac najlepszej odpowiedzi na (poten-
cjalne) wybory innych uczestnikéw gry uczac sie efektywnie ich zachowan. Gracze
w grach iterowanych moga uzywaé skomplikowanych regut [8,69]. W jaki sposéb
gracz powinien reagowa¢ na ich zachowania? W jaki sposdb odrézinic zachowa-
nia (calkowicie) losowe od tych ustrukturyzowanych wynikajgcych z jakiejs requly?
Mozna zalozy¢, ze gracze preferujg wykorzystywanie prostych strategii. Ale co takie
sformutowanie oznacza? W pracy A6 zaproponowalem narzedzie pozwalajace anali-
zowal takie problemy — miare (statystycznej) ztozonosci strategii.

W grach powtarzanych strategia to zbior planéw dziatania zaleznych od historii.
W literaturze przyjmuje sie zazwyczaj, ze gracze mogg realizowaé¢ dowolng strategie
z okreslonego zestawu strategii. Cho¢ zalozenie to moze wydawaé sie niewiagzace
w modelu, w ktorym kazdy gracz ma dostep do niewielu strategii, jest ono nierea-
listyczne w przypadku bardziej ztozonych modeli, w ktorych zestaw strategii zawiera
duza liczbe mozliwosci, z ktorych wiele jest na tyle skomplikowanych, ze trudno je
wykorzysta¢. Dzieje sie tak zwykle w przypadku gier powtarzanych — na kazdym
etapie gracze grajag w gre (nie)zalezna od historii i dlatego zbiér wszystkich strate-
gii, a takze réwnowag Nasha, moze by¢ ogromny [48]. Wielos¢ réwnowag sktonita
badaczy do skupienia uwagi na wybranych. Takie ograniczenia sg raczej norma niz
wyjatkiem w modelach dynamicznych w ekonomii. Przeciwnik (konkurent) moze
stosowaé ztozone strategie, ktore sa trudne do przewidzenia. Gracz moze zatem
stana¢ przed problemem wyboru najlepszej strategii wobec strategii przeciwnika,
ktorej uczy sie w trakcie powtarzanej rozgrywki. Im bardziej ustrukturyzowana
(zlozona) jest strategia, tym trudniej jest przewidzie¢, co zrobi przeciwnik i tym
trudniej znalez¢ najlepsza odpowiedz. , Gracz potrzebuje wiec sposobu na wykrycie
ztozonych strategii.

Aby zapewni¢ wglad w strukture i ztozono$¢ strategii, w artykule A6 przyjrza-
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tem sie tempu zbiezno$ci entropii w grze powtarzanej. Powszechnie uwaza sie, ze
powolne tempo zbieznosci entropii jest oznaka ztozonej struktury procesu [34]. Oczy-
wiscie bardziej ztozona strategia jest trudniejsza do przewidzenia. Dlatego strategie
o wolnym tempie zbieznosci sa uznawane za mniej przewidywalne. Stad ograniczenie
zestawu mozliwych strategii do zestawu strategii o ograniczonej nieprzewidywalnosci
moze da¢ podstawy do doktadniejszego wgladu w teori¢ konkurencji dtugotermi-
nowej.

W pracy A6 zaproponowalem wprowadzenie nowej miary statystycznej ztozonos-
ci strategii opartej na teorioinformacyjnej koncepcji nadwyzki entropii [34, 52, 53]
i tempa zbieznosci [33]. Patrzac na tempo zbieznosci entropii strategicznej (ang.
strategic entropy rate), pojecia wprowadzonego przez Neymana i Okade [85-88],
mierzy ona strukture, regularnos¢ i przewidywalnosé rozgrywanych strategii. Wiel-
kos¢ ta nazwalem nadwyzka strategicznej entropii (nadwyzka s-entropii, ang. excess
s-entropy). Wprowadzona przeze mnie miara stuzy do pomiaru ztozonosci statysty-
cznej i nieprzewidywalnosci strategii. Naturalne interpretacje tego miernika narzu-
caja jego zastosowanie np. w przypadku modeli ograniczonej pamieci (ang. bounded
recall) i reputacji.!

Idea stojaca za, wprowadzona przeze mnie, nadwyzka s-entropii jest obserwacja,
ze gdy zmiany wyborow sa czeste, powinniSmy spodziewaé si¢ nieskonczonej nad-
wyzki s-entropii, natomiast jesli zmiany sa rzadkie, nadwyzka s-entropii moze by¢
skonczona. To spostrzezenie pozwala doprecyzowaé pojecie prostej strategii — to

2 Do analizy nadwyzki s-entropii

ta, ktérej nadwyzka s-entropii jest skonczona.?
mozemy wykorzysta¢ metody pochodzace z teorii informacji i teorii uktadéow dyna-
micznych. Patrzac przez pryzmat teorii informacji, nadwyzka s-entropii jest wlas-
ciwym narzedziem do wykrywania i analizowania wzorcow wytwarzanych w proce-
sie. Potrafi rozrézni¢ wzorce, ktére majg zblizone cechy strukturalne. Nadwyzke
s-entropii mozna wykorzysta¢ do wykrywania i iloSciowego okreslenia wzorcéw wyt-
warzanych podczas gry. 7 kolei z perspektywy uktadow dynamicznych mozemy

bada¢ tempo zbieznosci entropii np. przy uzyciu narzedzi dynamiki symboliczne;j.

21Podjete badania i uzyskane wyniki wpisujg sie w rosnacy obszar zastosowan koncepcji entropi-
junych w ekonomii, [11,20,21,64].

22Qczywiscie jedli gracze wyjéciowo znajduja sie w réwnowadze Nasha, nadwyzka s-entropii
(i zlozonoéé strategii) bedzie réwna zero, poniewaz gracz nie bedzie chetny do zmiany swojej
strategii. Jesli jednak gracz nie znajduje sie w réwnowadze Nasha od poczatku, moze wybraé
jedna ze strategii mieszanych, ktéra nie jest zbyt skomplikowana — na przyklad taka, ktéra nie
zmusza go zbytnio do zmiany wyboru w danym etapie gry. Zatem ograniczenie zbioru strategii
do tych z ograniczona nadwyzka s-entropii wydaje sie naturalnym wyborem. Nawet jesli gracz
chce ,,zblizy¢ sie do réwnowagi Nasha”, moze preferowaé te rownowagi Nasha, do ktorych zbiezne
sa jego sekwencje strategii w grach jednoetapowych, stosujac strategie z ograniczona nadwyzka

s-entropii.
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Poniewaz gracze moga preferowaé¢ mato skomplikowane strategie (jako prostsze w im-
plementacji) w przysztych badaniach nasuwa sie potrzeba skoncentrowania uwagi na
strategiach z mala nadwyzka s-entropii, co narzuci duza przewidywalnosé¢ strategii
mieszanej i wplynie na mozliwos¢ wyboru najlepszej odpowiedzi przez gracza z nie-
ograniczonym zbiorem strategii.

Obszarem badan, gdzie nadwyzka s-entropii moze znalezé¢ zastosowanie sg tez
modele reputacji. Poglad, ze zaangazowanie jest wartoSciowe (tzw. commitment
strategies), wywart gleboki wptyw na teorie gier niekooperacyjnych i wiele dziedzin
nauk spotecznych. Naturalne wydaje si¢ oczekiwanie, ze agenci grajacy w dtu-
goterminowej rywalizacji beda opiera¢ swoje decyzje na reputacji przeciwnika. Co
wiecej, jesli przeciwnik jest bardziej przewidywalny (rozktad prawdopodobienstwa,
ktérego uzywa, jest przewidywalny), wéwczas gracz moze znalezé lepsza odpowied
na przewidywang strategie lub moze preferowaé gre z bardziej przewidywalnym
graczem. Warto dodaé, ze miary entropijne znajduja coraz szersze zastosowania

w modelach reputacyjnych [39,44,51].

2.2.2 Optymalizacja dobrobytu spotecznego a mikrobodzce graczy

W pracach oméwionych w poprzedniej czesci analizowatem zachowania graczy, po-
pulacji (i ewolucje tych zachowan) w obliczu bodZzcéw pochodzacych z przesztych
wyplat oraz tego jak bardzo istotne sg one dla agenta. Analizy dokonalem w sytu-
acji gdy stabilne rozwiazania gry byty tozsame z optimum spotecznym mierzonym
utylitarystyczna funkcja dobrobytu spotecznego (PoA = 1). W teorii ekonomii
nadal zywa jest dyskusja dotyczaca wyboru miary dobrobytu spotecznego. Na
przeciwlegtych krancach spektrum znajduja sie utylitarystyczna funkcja dobrobytu
spotecznego (zadana jako suma uzytecznosci/wyplat [57] ) oraz rawlsowska funkcja
dobrobytu spotecznego (gdzie dobrobyt mierzony jest zamozno$cia najbiedniejszego
[94]). Czy da sie pogodzic te skrajnosci? Czy cele planistéw spolecznych, ktdrzy mogq
dokonywac transferéw w populacji (poprzez np. opodatkowanie najbogatszych) bedg
zgodne? W pracach B1 i B2 dalem ze wspoétautorami odpowiedz twierdzacg pod
warunkiem, ze jednostki (cztonkowie populacji) uwzgledniaja w swych wyptatach
nieréwnosci dochodowe.

Kluczowym punktem odniesienia dla tej czedci przedstawianego cyklu publikacji
jest pojecie wzglednego niedostatku. Zostato ono wprowadzone przez Yitzhakiego
[116] i bierze pod uwage nieréwnosci dochodowe (lub w bogactwie) w populacji.
Rozpatrzmy skoniczona populacje agentéw {1,...,n}. Niech x = (x1,...,z,) bedzie
wektorem dochodéw (bogactwa) populacji agentéw, gdzie x; > 0 dla kazdego i €
{1,...,n}. Wtedy wzgledny niedostatek doswiadczany przez jednostke i w populacji
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o rozktadzie dochodéw x zadany jest jako
1 n
RD;(x) = — > max{z; — z;,0}. (4)
n =
J=1

Oznacza to, ze agent ¢ doswiadcza nieréwnosci dochodowych poprzez poréwnywanie
si¢ jedynie z bogatszymi od niego.

W pracach B1 i B2 badamy w jaki sposéb zmienia sie optimum réznych funkeji
dobrobytu spotecznego w zaleznosci od intensywnosci oddziatywania bodzcéw zew-
netrznych, a doktadniej porownan dochodowych w populacji. Planista spoteczny,
ktéry dysponuje mozliwoscig transferow wewnatrz populacji, optymalizuje wybory
zaleznie od réznych funkcji dobrobytu spotecznego: utylitarystycznej [57], rawls-
owskiej (gdy optymalizujemy dochéd najbiedniejszego [94, 95]) czy Bernoullego-
Nasha [7]. Korzystajac z narzedzia jakim jest miara wzglednego niedostatku Yitzha-
kiego, dokonujemy analizy, ktéra wskazuje, ze intensywnosé¢ poréwnan dochodowych
miedzy jednostkami moze istotnie wptynaé na rozwigzania dokonywane przez planis-
tow.

Czy da sie pogodzic¢ podejscie rawlsowskie z utylitarnym? W artykule B1 przed-
stawiamy rozwigzanie tego dysonansu poprzez uwzglednienie w funkcji uzytecznosci
agentow niecheci do niskich dochodow wzglednych. Pokazujemy, ze gdy waga niecheci
jednostki do niskich dochodéw wzglednych (mierzonych wzglednym niedostatkiem)
jest wieksza od wartosci krytycznej, co zalezy od ksztattu funkcji uzytecznosci
jednostek i poczatkowego rozktadu dochoddéw, rozwigzanie problemu maksymaliza-
cji utylitarystycznej funkcji dobrobytu spotecznego pokrywa si¢ z maksymalizacja
uzytecznodci jednostki znajdujacej sie w najgorszej sytuacji. W artykule przedsta-
wiliémy zatem wyjasnienie w duchu Harsanyi’ego®® i Rawlsa, godzace rawlsowskie
i utylitarne kryteria maksymalizacji dobrobytu spotecznego. Nasz artykut idzie
o krok dalej, pokazujac nie tylko, ze redystrybucja wzrasta gdy uwzgledni sie niechec
jednostek do niskich dochodéw wzglednych, ale takze ze mozliwe jest, ze w takiej
sytuacji cele utylitarnego planisty spotecznego i planisty rawlsowskiego sa zgodne.

Tym razem zawezamy sie do sytuacji gdy agenci sg jednostkami przynaleza-
cymi do skonczonej populacji. Na ich wyplaty sktadajg sie uzytecznos¢ wynika-
jaca z otrzymywanego dochodu oraz sktadnik, wzgledny niedostatek, wynikajacy
z poréwnan dochodowych z jednostkami bogatszymi. Niech f: [0,00) — R bedzie
dwukrotnie rézniczkowalna, Scisle rosnaca i Scisle wklesta. Wyptate osoby ¢ zada-
jemy jako

ui(x) = (1 = B)f(2:) — BRD:(x), (5)

Z3W ramach badaii nad dobrobytem spotecznym, Harsanyi [57] przypisuje znaczaca role poréw-

naniom interpersonalnym w funkcji dobrobytu spotecznego.
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gdzie x; > 0 jest dochodem agenta i. Upodobanie jednostki do dochodu bezwzgled-
nego jest wazone przez 1 — 3, 8 € [0,1), a niecheé¢ jednostki do niskich dochodéw
wzglednych przez . Oczywiscie jezeli danej osobie nie przeszkadza niski wzgledny
dochdd, to 5 = 0. Odpowiada to przypadkowi standardowego planisty utylitarysty-
cznego.

Niech wektor poczatkowych dochodéw n 0s6b bedzie zadany przez e = (eq, ..., e,)
gdzie 0 < e; < ... < e,. Planista spoleczny moze transferowa¢ dochody by uzyskac
to, co wedtug niego stanowi optymalny rozktad dochodéw populacji. Niech z; oz-
nacza mozliwy dochdd jednostki i po transferze (lub opodatkowaniu) oraz niech
t =Y max{e; — x;,0} oznaczaja caltkowity dochdd, jaki przyjmuje planista socjalny
od 0s6b fizycznych (zwany dalej ,podatkiem”). Ze wzgledu na koszty transferu
przekazywana jest tylko czesé podatku. Utamek ten oznaczamy przez A € (0, 1].
Zatem zbiorem, na ktorym szukamy rozwigzania problemu planisty spotecznego,

jest zbior
Q(e,\) = {x: z; > 0 dla dowolnych i, oraz A max{e;—z;,0} => max{z;—e;, 0}}.

Przeszukujac zbiér dochodéw, ktore mozna osiaggnaé¢ w ramach poczatkowej alokacji
e poprzez opodatkowanie niektérych osob, otrzymujemy podatek w wysokosci ¢
i rozdzielamy go pomiedzy pozostale osoby w taki sposob, ze transfer wynosi At.
Planista rawlsowski, majacy na celu maksymalizacje na zbiorze Q(e, \) wielkosci
min;e(y,..n} Ui(x), zdecyduje si¢ opodatkowac i przetrasferowac¢ podatek tak, aby

wyrownac wszystkie dochody. Z kolei utylitarysta nie bioracy pod uwage nieréwnosci

J;I/((ZL; < A1 bedzie opodatkowywat najbo-

gatszych oraz transferowal dochéd do nabiedniejszych tak dtugo az 2{* = ... 2V* =

K
Usx _ Us _ , 3 Ux _ _ 2 Ux _ = : _ ['(® 3
€ TH = €1y, X =g lail = =x," =F, gdme)\—f,(g). Co za tym idzie

wybierze plan zgodny z wyborem planisty rawlsowskiego tylko gdy transfer jest bez-

dochodowych dokona trasferu jedynie gdy

stratny (A = 1). Co zmienia uwzglednienie w wyplacie (réwnanie (5)) wzglednego
niedostatku? W pracy B1 pokazalismy, ze dla dowolnej funkcji f i progu A ist-
nieje (e, ) < 1 taki, ze utylitarystyczny planista czuly na nieréwnosci dochodowe
wybierze transfer prowadzacy do wyboru rawlsowskiego jesli 5 > (e, \).

Wynika stad, ze optymalna polityka podatkowa utylitarysty moze pokrywac sie
z optymalng polityka podatkows planisty patrzacego jedynie na dobrobyt najbied-
niejszego w populacji, gdy uzytecznosé zalezy nie tylko od wtasnych dochodow jed-
nostki, ale takze od dochodow innych oso6b. Innymi stowy, gdy utylitarny planista
spoteczny uwzgledni niecheé jednostek do niskich wzglednych dochodéw, moze w re-
zultacie dokonaé¢ wyboréw zgodnych z planista spotecznym Rawlsa w zakresie op-
tymalnej polityki podatkowej i transferowej. Ta zgodnosé oferuje konkurencyjng do
tradycyjnej droge pogodzenia dwdch interpretacji polityki fiskalnej, ktore wypty-
watyby z obiektywnej perspektywy jednostki znajdujacej sie za rawlsowskq zastong
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ignorancji. Arrow [5] sugerowal, ze oczekiwana uzyteczno$¢ mierzona (utylitarna)
funkcja dobrobytu spotecznego Harsanyi’ego zbiega do rawlsowskiej funkcji dobroby-
tu spotecznego, jesli wklestosé uzytecznosci jednostki z dochodu jest wystarcza-
jaco duza. Praca B1 wskazuje jednak, ze te zgodno$¢ mozna przypisa¢ zmianie
stanowiska utylitarnego planisty spotecznego i nie musi byé¢ ona uzalezniona od
szczegoblnej niecheci jednostek do ryzyka. Wynik ten pozwala sadzi¢, ze wlaczenie
Luzytecznosci porownawczej” do optymalnych modeli podatkowych moze urealnié¢
wyniki. Cho¢ coraz wiecej ekonomistéw uznaje, ze takie poréwnania stanowia is-
totny aspekt rzeczywistosci, jak dotad narzedzia poréwnawcze mialy jedynie niewielki
wplyw na to, jak myslimy o poréwnywaniu optymalnych polityk podatkowych. Nasz
artykut wskazuje, ze zaniedbanie poréwnan moze znaczaco wptynac¢ na btedy bench-
markow.

W pracy B2 rozwijam pomysty z pracy B1. Skupiajac pod jednym izoelas-
tycznym ,dachem” wszystkich kluczowych planistow spotecznych, okreslam wraz
ze wspotautorami warunki gwarantujace, ze planisci wybiorg réwna dystrybucje
dochodéw. Klasa izoelastycznych funkcji dobrobytu spotecznego [7] pozwala nam
przedstawic¢ rézny stopien niecheci planistéw spotecznych do nieréwnosci w podziale
dochodéw ludnosci jako przypadki szczegdlne. Ze wzgledu na atrakcyjne podstawy
aksjomatyczne i elastyczno$¢ w przyjmowaniu podstawowych kryteriéw réwnosci [7]
funkcja ta stata sie popularng miarg dobrobytu spotecznego w réznych dziedzinach,
poczawszy od optymalnego opodatkowania po ekonomie zdrowia oraz ekonomie
srodowiska. Naszym celem bylo odkrycie warunku, w ktéorym wszyscy kluczowi
sizoelastyczni planisci spoteczni” — utylitarysta, rawlsowianin, Bernoulli-Nash czy
jakikolwiek planista ,,posredni” — wybiora ten sam rozktad dochodéw. Otrzymalismy
wynik silnej zgodnosci: gdy funkcje uzytecznosci jednostki odzwierciedlaja wystar-
czajaco duze obawy zwigzane z niskim dochodem wzglednym, optymalna polityka
podatkowa wszystkich planistow spotecznych jest zgodna. Jednomyslnosé ta obowig-
zuje dla calej klasy izoelastycznych funkcji dobrobytu spotecznego z parametrem
niecheci do nieréwnosci « € [0, 00), (okreslonym ponizej we wzorze (6)) Charak-
teryzujemy konsensus optymalnej dystrybucji dochodéw — czyli rozktadu réwnych
dochodéw — i stwierdzamy, ze intensywno$¢ obaw jednostek zwigzanych z niskim do-
chodem wzglednym wypiera preferencje dotyczace dystrybucji dochodéw wyznawane
przez poszczegdlnych planistow spotecznych. Co wiecej identyfikujemy krytyczng
intensywnos¢ obaw jednostek zwigzanych z niskim dochodem wzglednym, ponizej
ktorego kazdy izoelastyczny planista spoteczny inny niz rawlsowski wybierze inna,
nierowng dystrybucje. Formutujemy warunek konieczny i wystarczajacy pogodzenia
wszystkich izoelastycznych planistéw spotecznych. Co wiecej, chociaz im wyzsze «,
tym bardziej izoelastyczna funkcja dobrobytu spotecznego przechyla sie na korzysé

wyrownywania dochoddéw, stratny transfer zaktéca te ,,sktonnosé¢” do dowolnego «.
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Wtaczenie jednostek obawiajacych sie posiadania wzglednego niskiego dochodu przy-
wraca ,wladze” (wzmacnia mandat) planisty spotecznego w zakresie wyréwnywania
dochoddw.

Doktadniej, niech bedzie dana populacja n > 2 osobnikéw (gdzie n jest liczba
naturalna). Udowodniliémy nastepujace twierdzenie.

Twierdzenie. Niech izoelastyczna funkcja dobrobytu spolecznego bedzie zdefin-

towana jako

{i > Ui“‘(X)]l , gdya>0a#1,
SWE(x) =" (6)
o 1T wi(x), gdy o = 1,
i=1
gdzie x = (x1,...,2,) € Qe,\), z; > 0 jest dochodem agenta i, uzytecznosci

ui(x) > 0 dla dowolnego x € Qe,\), a a € [0,00) jest parametrem niecheci do
nieréwnosci stosowanym przez planiste spotecznego.?* Wtedy w optimum spotecznym
planista dokona rownego podziatu wtedy © tylko wtedy, gdy jeden z ponizszych warun-

kow jest spetniony:

*

1. podziat poczgtkowy jest réwny, tzn. ey = ... =e, =1x

2. planista jest planistg rawlsowskim, tzn. SWF,(x) = SW Fr(x), gdzie SW Fg

jest rawlsowskq funkcjqg dobrobytu spotecznego

3. B> P (e, N), gdzie f*(e, \) < f/(x»f)/((f—*i\()t)\)iﬂ < 1 i to ograniczenie nie zalezy

od wartosci c.

Twierdzenie to wskazuje, ze preferencje jednostek dominuja nad gustem planisty
spotecznego. Dla catej klasy izoelastycznych funkcji dobrobytu spotecznego ist-
nieje jeden krytyczny poziom intensywnosci obaw jednostek zwigzanych z niskim
dochodem wzglednym, ktory prowadzi do réwnego rozktadu dochodow. Fakt, ze
krytyczny poziom intensywno$ci obaw jednostek zwigzanych z niskim wzglednym
dochodem jest taki sam dla wszystkich poziomow izoelastycznego parametru awersji
do nieréwnosci, sugeruje, ze stopien obaw jednostek zwigzanych z niskim wzglednym
dochodem odgrywa wyrazna i wazniejsza role w ksztattowaniu optymalnej polityki
redystrybucji niz intensywnos¢ niecheci planisty spotecznego do nieréwnosci.

Praca zamykajgca omawiany cykl jest gtosem w dyskusji nad miarami nieréwnosci
spotecznych. W pracy B3 wyprowadzitem (ze wspoétautorami) nowa klase uogél-

nionych miar wzglednego niedostatku. Innowacyjna cecha tej klasy jest to, ze w za-

24Funkcja dobrobytu spotecznego zadana przez (6) w szczegdlnych przypadkach daje utyli-
tarystyczna funkcje dobrobytu spotecznego (o = 0), funkcje dobrobytu spolecznego Bernoullego-
Nasha (o = 1) i Rawlsa (o = 00).
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leznosci od wartosci parametru bliskosci p, klasa jest w stanie przyja¢ zarowno male-
jaca wage (przypadek p > 1), jak i rosnaca wage (przypadek p € (0,1)) przypisywana
danym zmianom dochodéw os6b bogatszych od jednostki (wzorca), w zaleznosci
od ich bliskosci w podziale dochodéw z jednostka. Powszechnie przyjetym zatoze-
niem w pracach, ktore uwzglednialy wzgledng deprywacje, jest to, ze poréwnania
z innymi osobami, ktére w podziale dochodéw znajduja sie na prawo (bogatszych)
od jednostki, licza sie jednakowo niezaleznie od rzeczywistych nieréwnosci. Jed-
nak badania [89,93] wskazuja, ze ludzie przywiazuja inna wage do zmian w do-
chodach osob, ktore sg dalej w podziale dochodéw, niz do zmian w dochodach oséb
o zblizonych dochodach. W artykule B3 zakwestionowaliSmy konwencje réwnych
wag. ZaproponowaliSmy ogélny sposoéb wazenia, oparty na zatozeniu, ze agenci
nie muszg przywigzywac tej samej wagi do zmian w dochodach oséb znajdujacych
sie w r6znej (dochodowej) odleglosci od osoby, ktérej mierzona jest wzgledna de-
prywacja. Operacjonalizacja podejscia niedoboru dochodéw za pomocs zestawu
aksjomatéw pozwalita nam otrzymac klas¢ miar wrazliwych na ten czynnik.

Naszg miare wprowadziliSmy poprzez zdefiniowanie relacji preferencji na zbiorze
wszystkich mozliwych grup referencyjnych. Proponujac zestaw naturalnych aksjo-

matow, pokazaliSmy, ze jedyna miara je spetniajaca jest miara zadana jako

1
RD,(z,x) = (i > (max{z; — z, O})p> ’ (7)
i=1
gdzie z jest dochodem (lub bogactwem) jednostki w, a x oznacza wektor bogactwa
wszystkich o0séb z jego grupy referencyjnej. Jednocze$nie pokazaliSmy dwie cechy
nowej klasy miar: wrazliwo$¢ na bliskie dochody i wrazliwos¢ na transfery posréd
bogatszych. Dla p € (0,1) miara (7) spelnia wlasno$¢ rosnacej wrazliwodci na
bliskos$¢, tzn. jednostka w odczuje wieksza wzgledna deprywacje w wyniku wzrostu
dochodéw jednostki, ktéra (umieszczona na prawo od w w podziale dochoddéw) jest
mu blizsza niz w wyniku takiego samego wzrostu dochodu osoby, ktéra (umieszc-
zona na prawo od w w rozktadzie dochodéw) jest dalej. Dla p > 1 mamy wlasnosé
przeciwna — malejacej wrazliwosci. Ponadto pokazaliSmy, ze dla p € (0, 1) jednos-
tka preferuje transfer wstepujacy (posrod bogatszych od niego) — od biedniejszego
do bogatszego. 7 kolei dla p > 1 jednostka preferuje transfer zstepujacy — od
bogatszego do biedniejszego. Zaproponowana miara znalazlta szerokie zastosowa-
nia [40,41,43,50,68,108,109].
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2.3 Podsumowanie osiggnie¢ w dyscyplinie ekonomii i finan-

,

SOW

W tym podrozdziale podsumowuje swoj wktad w rozwdj dyscypliny ekonomia i fi-
nanse. Moje badania majg charakter badan podstawowych, ktore prowadza do
rozwiniecia ogoélnej wiedzy w dyscyplinie ekonomii i finanséw.

Pokazatem, ze

1. ztozone zachowania chaotyczne moga pojawié¢ sie w najprostszych nietrywial-
nych grach, w ktérych gracze nie dysponuja peing informacja. Ten wynik
wskazuje na konieczno$¢ precyzyjnej analizy dynamiki gry wykraczajacej poza

analize jej rownowag i wpisuje si¢ w problem wyboru rozwiazania gry.

2. efektywnosci systemu (mierzonej cena anarchii) nie mozna bezstratnie poprawié
poprzez zwiekszenie wielkosci populacji czy zapotrzebowania systemu. Zwiek-
szenie zapotrzebowania moze doprowadzi¢ do destabilizacji systemu i nieprzewi-

dywalnych zachowan graczy.

3. modele uczenia ze wzmocnieniem stosowane w ekonomii i finansach (np. MWU)
jak réwniez modele eksperymentalnej ekonomii (SEWA) maja istotne ogranicze-
nia. W szczegdlnoéci wymagaja zazwyczaj doglebnej analizy wykraczajacej

poza zbadanie cech stacjonarnych rozwigzan gry.

4. ztozone zachowania obserwowane w mikroskali lub w zachowaniu dzien po dniu,
moze wystepowac razem z pozadanym zachowaniem $rednim réwniez w grach
z potencjalem. W problemach z jakimi mozna si¢ spotka¢ np. w tzw. prze-
ciazonych oligopolach [2], w modelowaniu ruchu drogowego czy aukcjach on-
line [18,29], mozemy obserwowaé $rednie w czasie zachowanie systemu sugeru-
jace jego optymalnosé (zbieznosé do réwnowagi Nasha) z jednoczesnymi wyso-

kimi kosztami wynikajacymi z zachowan systemu dzien po dniu.

5. zwiekszona awersja graczy do ryzyka nie stabilizuje systemu (praca A3). Co
wiecej, mozliwa jest koegzystencja stabilnych rozwiazan (przyciagajacej réwno-
wagi Nasha) i chaosu — zachowanie populacji graczy zalezy wtedy od stanu

poczatkowego populacji (systemu).

6. algorytmy sEWA moga prowadzi¢ do chaotycznych zachowan populacji graczy.
Sa to pierwsze analityczne wyniki dla algorytméw sEWA | ktore potwierdzaja
eksperymentalne wyniki znane dla gier losowych [49,90]. Ze wzgledu na Scisty
zwiazek algorytméw sEWA ze stosowanymi szeroko metodami g-learning [115]
stanowi to uzasadnienie dla pojawiania si¢ cykli w problemach zwigzanych np.

z tzw. zmowa algorytméw [19,23,71,114].
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10.

zapominanie (dyskontowanie) przeszto$ci moze mie¢ pozytywne wlasnosci pre-
dykeyjne dla systemu (praca A4); W szczegdlnosci, jesli planista spolteczny
chce zwickszy¢ przewidywalnos¢ populacji agentéw moze staraé sie to uzyskaé
poprzez zblizenie wyplat/kosztéw zasobéw (np. poprzez dodatkowy podatek

zwiazany z ,lepszym” zasobem).

okresowe zachowania, ktore obserwujemy np. na rynkach finansowych moga

by¢ réwniez konsekwencja ograniczonej pamieci uczestnikéw rynku.

mikroekonomiczne podstawy ewolucyjnej teorii gier sg fundamentalnie rézne
od klasycznych pochodzacych z nauk biologicznych i prowadzg do catkowicie

odmiennych zachowan.

dysonans pomiedzy optymalnymi wyborami réznych planistow spotecznych
moze zniknaé, gdy agenci sa czuli na nieréwnosci dochodowe (w bogactwie).
Wykazatem, ze optymalne wybory planistow izoelastycznych (czyli np. utyl-
itarystycznych czy rawlsowskich) moga by¢ zgodne jesli agenci uwzgledniaja
w swoich funcjach uzytecznosci bodzce zewnetrzne wynikajace z nieréwnosci
dochodowych. Pozwala to zunifikowa¢ wybory planistéw i stanowi wyjasnienie
w duchu Harsanyi’ego konkurencyjne do pochodzacego od Arrowa wyjasnienia

z perspektywy awersji do ryzyka.

Zaproponowalem i przeanalizowatem

1.

modele dyskretnej dynamiki opisujace zachowania uczacych sie graczy (pop-
ulacji graczy) warunkujacych swoje zachowania minimalizacja zalu (MWU,

FTRL) lub poréwnaniami interpersonalnymi (PPI).

. model dyskretnej dynamiki, w ktérej gracze zapominaja przesztos¢ (SEWA).

. nowg miare statystycznej ztozonosci strategii, ktérag mozna stosowa¢ w mod-

elach reputacyjnych.

. aksjomatycznie wyprowadzona miare wzglednego niedostatku wrazliwa na odleg-

tosé¢ poréwnan i na transfery pieniezne wéréod bogatszych.

Skonstruowane modele umozliwiaja formutowanie zalecen i rekomendacji np. w

1.

analizie oligopoli (np. do congested markets [2] czy w oligopolach na sieciach
[32]),

. analizie tzw. zmowy algorytméw (ang. algorithmic collusion [19,23,71]),

. problemie wyboru portfela online [112] (wyniki pracy A3),
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4. optymalizacji wyborow w gospodarce miejskiej,
5. teoretycznych modelach systeméw ekonomicznych,
6. wieloagentowych modelach sztucznej inteligencji [54].

Wymniki uzyskane dla gier zatorowych maja bezposrednie zastosowanie w oligopo-
lach, aukcjach online, rynkach kryptowalut, problemie algorytmicznej zmowy ceno-
wej, czy szerzej w problemach gdzie algorytmy wykorzystywane s do wyboru strate-
gii (drogi, zasobu, ceny). Poniewaz algorytmy wykorzystywane sa coraz szerzej pod-
czas dokonywania decyzji (i w procesach) na rynkach, doktadne ich zbadanie wydaje

sie by¢ koniecznoscia.

3 Informacja o wykazywaniu sie istotng aktywnos-
cig naukowq albo artystyczna realizowang w wie-
cej niz jednej uczelni, instytucji naukowej lub

instytucji kultury, w szczegdlnosci zagranicznej

3.1 Aktywnos¢é naukowa

Moja kariera naukowa zwiazana byla z dwiema uczelniami: studia magisterskie,
a nastepnie doktoranckie odbytem na Wydziale Matematyki i Informatyki Uni-
wersytetu Jagiellonskiego. Jednoczesnie, po ukonczeniu studiéw magisterskich, pod-
jatem prace w Akademii Ekonomicznej w Krakowie (aktualnie: Uniwersytet Eko-
nomiczny w Krakowie). Jeszcze w ramach studiéw doktoranckich bratem udziat
w Sieci ukladéw dynamicznych i teorii ergodycznej (lata 2007-2010), co skutkowato
moim udzialem w szkotach w Polsce i za granica (m.in. Holandia, Hiszpania).
W 2014 roku, po nawiagzaniu wspolpracy z prof. Odedem Starkiem (Uniwersytet
Warszawski, Uniwersytety w Tuebingen, Bonn, Alpen-Adria University) bratem
udzial w First Winter School on Migration na Georgetown University, School of
Foreign Service in Qatar w Doha.

Po uzyskaniu stopnia doktora w latach 2017-20 realizowatem, jako kierownik pro-
jektu, grant Narodowego Centrum Nauki uzyskany w ramach konkursu Sonata 11
pt. Miary statystycznej ztozonosci i nieprzewidywalnosci oparte na pojeciu entropii
w grach ekonomicznych, nr 2016/21/D/HS4/01798. Jego rezultatem sa publikacje
A1-A3 oraz A6. Aktualnie jestem kierownikiem grantu nr 2023/51/B/HS4,/01343
pt. Fwolucja zachowan podmiotow gospodarczych w warunkach ograniczonej racjon-

alnosci (szerszy opis znajduje sie¢ w czesci 3.2).
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Moja aktywnos¢ poza Uniwersytetem Ekonomicznym w Krakowie obejmuje naste-

pujace dziatania:
o prowadzenie badan w miedzynarodowych zespotach badawczych,
e uczestnictwo w miedzynarodowych i krajowych konferencjach naukowych,
e uczestnictwo w seminariach naukowych,

e recenzowanie artykutow naukowych w miedzynarodowych i krajowych cza-

sopismach.

3.2 Miedzynarodowa wspolpraca badawcza

Od czerwca do wrzesnia 2014 roku wizytowatem Uniwersytet Alpen-Adria w Klagen-
furcie realizujac projekt w ktérym analizowatem wplyw nieréwnosci dochodowych
na wybory agentéw (konsekwencja tego stazu jest praca B2).

W latach 2017-22 bylem jednym z dwéch przedstawicieli Polski w Management
Committee miedzynarodowej grupy badawczej European Network for Game The-
ory GAMENET prowadzonej przez Maastricht University (Holandia), finansowanej
przez COST Action. W ramach tej sieci bratem udzial w pracach dwoch pod-
grup: Learning in large-scale distributed networks i Stochastic methods in game
theory. W listopadzie 2021 roku wizytowatem CNRS Inria Grenoble realizujac tam
z prof. Panayotisem Mertikopoulosem projekt pt. Game dynamics and chaos. Jego
wynikiem jest publikacja A5. Ponadto od 2017 roku wspotpracuje z Georgiosem
Piliourasem (Singapore University of Technology and Design, Singapur; Google
DeepMind, Wielka Brytania), Michatem Misiurewiczem (Indiana University, USA)
oraz Thiparatem Chotibutem (Chulalongkorn University, Tajlandia). W ramach
tego interdyscyplinarnego zespotu realizuje projekt Non-equilbrium phenomena in
game theory. Wspolpraca ta zaowocowala pracami A1-A4, a takze [13,14]. Moim
staraniem w Katedrze Matematyki UEK powstala i intensywnie rozwija sie grupa
badawcza skupiona na tematyce uczenia si¢ w grach, oraz algorytmicznej i ewolu-
cyjnej teorii gier.

Otrzymane wyniki pomogty uzyska¢ na lata 2024-27 grant NCN w ramach
konkursu Opus 26 pt. Fwolucja zachowan podmiotow gospodarczych w warunkach
ograniczonej racjonalnosci (grant nr 2023/51/B/HS4/01343, funkcja: kierownik 4-
osobowego zespotu). Projekt ten bedzie realizowany z wymienionym wyzej miedzy-
narodowym zespotem poszerzonym o prof. Heinricha Naxa (UZH Zurich, Szwaj-
caria), Cesare Carissimo (ETH Zurich, Szwajcaria) oraz prof. Panayotisa Mer-
tikopoulosa (CNRS, Francja). Pierwsze uzyskane w ramach tego grantu wyniki sa

juz dostepne w formie preprintéw [12,14].
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3.3 Uczestnictwo w konferencjach i seminariach naukowych

Prezentowatem wyniki swoich badan na ponad 30 konferencjach. Do najwazniejszych
nalezg: 18th International Symposium on Dynamic Games and Applications, Hur-
wicz Workshop on Mechanism Design Theory, 34th Conference on Neural Infor-
mation Processing Systems, 38th International Conference on Machine Learning,
XXX European Workshop on Economic Theory; Learning, Evolution and Games.
Wygtositem tez godzinny wyktad na Games, Learning and Networks (Singapur,
kwiecien 2023). Szczegotowa lista referatéw znajduje sie w Zataczniku 4.

Swoje rezultaty prezentowatem na nastepujacych seminariach:

o Chaos i informacja kwantowa, seminarium na Wydziale Fizyki, Astronomii
i Informatyki Stosowanej Uniwersytetu Jagiellonskiego, kilkanascie referatéw
w latach 2003-2020

o Matematyka Stosowana, seminarium na Wydziale Matematyki i Informatyki
Uniwersytetu Jagiellonskiego, kilka referatow w latach 2014-2021

» Uktady Dynamiczne, seminarium na Wydziale Matematyki i Informatyki Uni-

wersytetu Jagiellonskiego, kilka referatéw w latach 2005-2021

o seminarium Zespotu Naukowego Modelowania Ekonometrycznego na Wydziale
Ekonomiczno-Socjologicznym Uniwersytetu bLodzkiego, kilka referatéw w la-
tach 2020-24

o Gry dynamiczne i informacja w grach - seminarium robocze (grudzien 2017,
UW; maj 2018, UL; wrzesienn 2019, UEK)

e Seminarium CNRS Inria, Grenoble, listopad 2021

 posiedzenie naukowe Komisji Nauk Ekonomicznych Polskiej Akademii Umiejet-

nosci, 20 maja 2021r.

o zebrania Katedry Matematyki Uniwersytetu Ekonomicznego w Krakowie.

4 Informacja o osiggnieciach dydaktycznych, or-
ganizacyjnych oraz popularyzujacych nauke lub
sztuke

4.1 Osiggniecia dydaktyczne

o Prowadze, badz prowadzitem, nastepujace kursy na Uniwersytecie Ekonomicznym

w Krakowie:
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— Algebra i analiza matematyczna (kierunek: Informatyka stosowana, I

stopien)

— Algebra liniowa (kierunki: Informatyka i Ekonometria, Analityka gospo-

darcza, I stopien)
— Algorytmiczna teoria gier (kierunek: Informatyka stosowana, I stopien)

— Analiza matematyczna I, IT (kierunki: Informatyka i Ekonometria, Ana-

lityka gospodarcza, I stopien)
— Elementy teorii gier (kierunek: Analityka gospodarcza, I stopien)
— Financial Mathematics (kierunek: Corporate Finance, I stopien)
— Incentives in Computer Science (kierunek: Applied Informatics, I stopien)
— Matematyka (kierunki: Ekonomia, Zarzadzanie, I stopien)

— Obliczenia symboliczne i numeryczne w Maple (kierunek: Informatyka

i Ekonometria, I stopien)
— Rynki na sieciach (kierunek: Informatyka stosowana, I stopien)
— Teoria gier (kierunek: Analityka gospodarcza, I stopien)

— Teoria gier w naukach spotecznych (kierunek: Nauki spoteczne stosowane,

I stopien)
— Wprowadzenie do matematyki (kierunek: Informatyka stosowana, I stopien)

— Zaawansowane metody w analityce biznesowej (kierunek: Global Business

Services, I stopien).

wspottworzytem materialty pomocnicze do kursow Zajecia wyréownawcze —
wprowadzenie do matematyki oraz Analiza matematyczna i algebra liniowa na

kierunku zamawianym Informatyka stosowana.

w latach 2020-25 bylem opiekunem studentéw II roku studiow licencjackich

kierunku Analityka gospodarcza.

bytem promotorem dwéch prac licencjackich (kierunek Analityka gospodar-
cza). Wyniki jednej z nich byly prezentowane na konferencji studenckie;
i wydane w materialach pokonferencyjnych (E. Faracik Algorytmy typu no-
regret w oligopolach Cournot i Betrtranda w [92]).

w maju 2024 r. na zaproszenie prof. Dirka Hellbinga (ETH Zurich) i prof.
Heinricha Naxa (UZH) mialem wyklady w ramach kursu Controversies in

Game Theory, realizowanego wspoélnie przez UZH i ETH.
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4.2 Osiggniecia organizacyjne

Czynnie uczestniczytem tez w pracach organizacyjnych srodowiska naukowego. Bytem

o cztonkiem komitetu organizacyjnego The XIXth Furopean Workshop on Gen-
eral Equilibrium Theory (Krakéw, czerwiec 2010)

e przewodniczacym komitetu organizacyjnego Andrzej Malawski Memorial Ses-
sion (pazdziernik 2017)

o przewodniczacym komitetu organizacyjnego konferencji Gamenet Action Con-

ference, Gamenet Conference Krakéw 2018 (wrzesien 2018)

o przewodniczacym komitetu organizacyjnego szkoty dla doktorantéw i mtodych
naukowcow Gamenet Training School on Recent Applications of Game Theory
(wrzesien 2018)

o czlonkiem komitetu organizacyjnego konferencji Nauki spoleczne - matematy-

czne czy matematyzowalne pamieci prof. Andrzeja Malawskiego (wrzesien
2018)

o czlonkiem komitetu organizacyjnego Conference on Dynamical Systems cele-
brating Michal Misiurewicz’s 70th birthday (czerwiec 2019)

o cztonkiem Scientific Committee Gamenet Conference 2019 w Pradze (listopad
2019)

Biore udziat w Uczelnianym Zespole ds. Ewaluacji Jakosci Dziatalnosci Naukowe;.

5 Inne

5.1 Promotorstwo pomocnicze

Jestem promotorem pomocniczym w przewodzie doktorskim mgr Elzbiety Plis pt.
Roznorodnosé a ewolucja systemu ekonomicznego napisanej pod kierunkiem dr hab.
Agnieszki Lipiety, prof. UEK. Praca uzyskata pozytywne recenzje, a obrona planowa-

na jest na 28 marca 2025 r.

5.2 Recenzje
Recenzowatem prace naukowe w czasopismach takich jak

1. Central European Journal of Economic Modelling and Econometrics, MNiSW:
70p., IF23: 0.2;
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2. Applied Mathematics and Computation, MNiSW: 100p., IF23: 3.5;

3. Journal of Difference Equations and Applications, MNiSW: 70p. , IF23: 1.1;
4. Reports on Mathematical Physics, MNiSW: 70p., IF23: 1;

5. Entropy, MNiSW: 100p., IF23: 2.4;

6. Graphs and Combinatorics, MNiSW: 70p., IF23: 0.6;

7. Journal of Classification, MNiSW: 140p., 1F23: 1.8;

8. Chaos, MNiSW: 140p., IF23: 2.7;

9. Discrete and Continuous Dynamical Systems - series B, MNiSW: 100p., 1F23:
1.3;

10. Electronic Commerce Research and Apllications, MNiSW: 100p., [F23: 5.9.
11. Annales Universitatis Paedagogicae Cracoviensis

Systematycznie zamieszczatem tez recenzje w Mathematical Reviews prowadzonym

przez American Mathematical Society.

Signed by /
Podpisano przez:

Fryderyk
Falniowski

Date / Data:
2025-04-14 08:52
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